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UNIT-I LESSON-1

STRUCTURE

1.1 Introduction

1.2. Objectives

1.3 Discrete uniform (distribution)

1.4 Bernoulli random variable

1.5. Binomial random variable:

1.6 Moment Generation function of Binomial Variate

11.7 Lesson End Excercises

1.8. Suggested Readings

1.1 INTRODUCTION

Random variables are denoted by the last letters of the alphabet X, Y, Z,

etc., with or without subscripts. For a subset B of , we usually denote by (XB) the

following event in S: )( BX   = )( Ss  X(s) B} for simplicity. In

particular, (X = x) = {s   S; X (s) = x}. The probability distribution function (or

just the distribution) of an r.v. X is usually denoted by P
X
 and is a probability

function defined on subsets of  as follows: P
X
 (B) = P(X B). An r.v. X is said

to be of the discrete type (or just discrete) if there are countable (that is, finitely many or

denumerably infinite) many points in, x
1
, x

2
, . . . , such that P

X
({x

j
})> 0,K J 1, and Σ

j

P
X
({x

j
})(= Σ

j
 P(X = x

j
)) = 1

In this lesson we have discussed discrete probability distributions viz Uniform and

Bernoulli distribution.

1.2.  OBJECTIVES

1. To introduce discrete probability distributions

PROBABILITY THEORY
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2. To introduce uniform distribution

3. To introduce Bernoulli variate

1.3 DISCRETE UNIFORM (DISTRIBUTION)

Consider a discrete random variable X  with 1 2{ , ,... }.X nS x x x  X is said to

be a uniform random variable if it assumes each of the values 1 2, ,... nx x x  with equal prob-

ability. The probability mass function of  the uniform random variable  X  is given by

1
( ) , 1,2,...     X ip x i n

n
   

Its CDF is

1

1
( ) ( )

n

X i
i

F x x x
n




   

1x  2x  3x  
nx  

1

n
 

X  

( )Xp x  

  ��� ��� 

1.3.1: Mean and Variance of the Discrete {dis (n)}
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n
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
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



















 

2 2 2

X

2

2

0 0

1 1
       

X

n n

i i

i i

EX

x x
n n

 

 

  

 
   

 
 

 

Example 1.3.1: Suppose X is the random variable representing the outcome of a single

roll of a fair dice. Then X can assume any of the 6 values in the set {1, 2, 3, 4, 5, 6} with

the probability mass function

1
( ) 1,2,3, 4,5,6

6
        Xp x x 

Example 1.3.2: Refere Example 10.2.1 above for statement

Let X = die # result.  The uniform PDF is:

1
fo r  x = 1 ,2 ,3 ,4 ,5 ,6

f ( x ) 6

0 o th e rw is e




 


Notice that x
1
=1, x

2
=2, …, x

6
=6 and 

6

x 1

f(x) 1


 .

Finding the mean and variance produces:

k

i
i 1

x
1 2 3 4 5 6 21

E(X) 3.5
k 6 6


     

        and
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 
k 2

2 2i
2 i 1

x
(1 3.5) (6 3.5)

Var(X) 2.9167
k 6 6


   

      

1.4 BERNOULLI RANDOM VARIABLE

Suppose X is a random variable that takes two values 0 and 1, with probability

mass functions

 (1) 1Xp P X p  

and (0) 1 , 0 1Xp p p   

Such a random variable X is called a Bernoulli random variable, because it describes

the outcomes of a Bernoulli trial.

The typical CDF of the Bernoulli RV X  is  as shown in Fig.

( )XF x

0 

1
X0

Remark We can define the pdf of X  with the help of delta function. Thus

( ) (1 ) ( ) ( )Xf x p x p x   

Example 1.4.1: Consider the experiment of tossing a biased coin. Suppose

 P H p and   1P T p  .

If we define the random variable ( ) 1X H   and ( ) 0X T   then X is a Bernoulli random variable.
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1.4.1. Mean and variance of the Bernoulli random variable

1

X

0

1
2 2

0

2 2 2

X

= ( ) 1 0 (1 )

( ) 1 0 (1 )

(1 - ) = pqp

X

k

X

k

X

EX kp k p p p

EX k p k p p p

EX p



 





      

      

   





Remark

 The Bernoulli RV is the simplest discrete RV. It can be used as the building block

for many discrete RVs.

 For the Bernoulli RV,    1, 2,3...mEX p m  . Thus all the moments of the Ber--

noulli RV  have the same value of .p

1.5. BINOMIAL RANDOM VARIABLE:

Suppose X is a discrete random variable taking values from the set 0,1,.......,n .

X is called a binomial random variable with parameters n and 0 1p   if

 ( ) (1 )     0,1,...,n k n k

X kp k C p p k n  

where

 
!

! !

n

k

n
C

k n k




As we have seen, the probability of k successes in n independent repetitions of the Bernoulli trial is given by

the binomial law. If X is a discrete random variable representing the number of successes in this case, then  X

is a binomial random variable.

For example, the number of heads in ‘n’ independent tossing of a fair coin is a binomial random variable.

 The notation ~ ( , )X B n p  is used to represent a binomial RV with the parameters n  and .p


0 0

( ) (1 ) [ (1 )] 1.
n n

n k n k n

X k

k k

p k C p p p p

 

      
 The sum of n independent identically distributed Bernoulli random variables is a

binomial random variable.

 The binomial distribution is useful when there are two types of objects - good,

bad; correct, erroneous; healthy , diseased etc.
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BINOMIAL CONDITIONS

1. An experiment consists of n repeated trials.

2. Each trial has two possible outcomes:  success or failure.

3. The probability of a success p is constant from trial to trial.

4. Repeated trials are independent.

Example 1.5.1.:  In a binary communication system, the probability of bit error is 0.01. If

a block of 8 bits are transmitted, find the probability that

(a) exactly 2 bit errors will occur

(b) at least 2 bit errors will occur

(c) more than 2 bit errors will occur

(d) all the bits will  bit erroneous

Suppose X is the random variable representing the number of bit errors in a

block  of 8 bits. Then ~ (8,0.01).X B  Therefore,

8 2 6

2

(a) Probabilty that exactly 2 bit errors will occur

                                                    (2)

                                                    0.01 0.99

                       

Xp

C



  

                             0.0026

(b) Probabilty that at least  2 bit errors will occur

                                                      = (0) (1) (2)

                                       

X X Xp p p



 
8 8 1 7 8 2 6

1 2               =0.99 0.01 0.99 0.01 0.99

                                                      0.9999

C C     


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2

0

(c) Probabilty that more than  2 bit errors will occur

                                                     1 ( )

                                                     1 - 0.9999

                  

X
k

p k


  



                                    =0.0001

( ) Probabilty that all 8 bits will be erroneous

                                                    (8)

                                                   

X

d

p
8 16 0.01 10 

The probability mass function for a binomial random variable with n = 6 and p =0.8 is

shown in the figure below.

 

1.5.1. Mean and variance of the Binomial random variable

1

0

0

1

1

1

11

1

1

W e have

( )

     (1 )

      = 0 (1 )

!
     = (1 )

!( ) !

!
    = (1 )

( 1) !( ) !

1!
   = (1 )

( 1) !( ) !

1!
   =

!(

n

X

k

n
n k n k

k

k

n
n n k n k

k

k

n
k n k

k

n
k n k

k

n
n kk

k

E X kp k

k C p p

q k C p p

n
k p p

k n k

n
p p

k n k

n
np p p

k n k

n
np

k n



















 





 

  





 




 















1 1

1

1
1

1

0 1

1

(1 )   (S ubstitu ting  1)
1 ) !

 ( 1 )

 

n
k n k

k

n

p p k k
k

np p p

np


 





  
 

  




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Thus mean of Binomial distribution is np

2 2

0

2

0

Similarly

( )

        (1 )

n

X

k

n
n k n k

k

k

EX k p k

k C p p









 





2

1

2

1

1

1

         =0 (1 )

!
        (1 )

!( )!

!
       (1 )

( 1)!( )!

1!
       ( 1 1)

( 1)!( )

n
n n k n k

k

k

n
k n k

k

n
k n k

k

n

k

q k C p p

n
k p p

k n k

n
k p p

k n k

n
np k

k n k















  

 


 
 


  

 







 1 1 ( 1)

1 1 ( 1) 1 1 ( 1)

1 1

2

(1 )
!

1! 1!
       ( 1) (1 ) (1 )

( 1)!( 1 1)! ( 1)!( 1 1)!

      ( 1)

      ( 1)

k n k

n n
k n k k n k

k k

p p

n n
np k p p np p p

k n k k n k

np n p np

n n p np

   

       

 



 
    

       

   

  

 

var = n(n-1)p + np - [E(x)]
= np (1-p) = npq

2 2

   
= (n -n) p  + np - n p  = n p -np + np - n p

2 2 2 2 2 2 2 2 2/ /

Recurrance Relation for the moments of Binomial distribution

by def. r = E {x-E(x)}  =  ( x-np)   n   p q
r x n-xr

x

n

x=0 ( (

diff. w.r.t p, we get 

d
dp
r =

n

x=0

n
x( ([-nr (x-np)  p  q  + (x-np) {xp  q  - (n-x) p  q }]

r-1 x n-x r x-1 n-x x n-x-1

= -nr 
n

x=0

n
x( ((x-np)  p  q +  (x-np) p  q     -  

r-1 x n-x                        r x n-x
x n-x

n

x=0

n
x( (

p    q{

{

= -nr 
n

x=0

n
x( ((x-np)  p (x) + (x-np) p(x)  

r-1             r 
x - np 

n

x=0 pq{

{

= -nr 
n

x=0

n
x( ((x-np)  p (x) +   (x-np) p(x)

r-1            r+1 
1 

n

x=0pq

d
dp
r = - nru  +   

              pq
r-1 r+1 1 

r+1 r-1 = pq  nru  +   
                        dp

dr ]] put r-1,2,3.....
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Example1.5.2.:

An accounting population contains 52 line items of which 25% are in error.  A simple

random sample of 6 line items is drawn.  What is the probability that the sample will
contain 2 items in error?

Solution:

1.

l with n = 6 and p = 0.25;

P(2 accounts in error)  =  2966.0275.225.
2

6










2. Sampling without Replacement

13 

In error 

39 

Correctly state 

 

P(2 accounts in error)  = 315.0

6

52

4

39

2

13





























 

 
1.6 MOMENT GENERATION FUNCTION OF BINOMIAL VARIATE

11.7 LESSON END EXCERCISES

1. Based on past experience, a printer in a laboratory is operating 60% of the time.

Throughout a particular day, 10 visits are made and the number of times, X, that
the printer is operating is observed.

(a) Write the PDF and CDF of X.

(b) What is the probability that the printer is operating:

(i) exactly 4 times?

(ii) at least 9 times?

(iii) at most 4 times?
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(iv) fewer than 9 times?

2. In an accounting firm, a sample of 20 accounts is selected from a large set of accounts
and subjected to examination by an auditor.  The financial statements are accepted if less
than two accounts are found to be in error.  If 5% of all accounts are in error, what is the
probability that the financial statements will be rejected?

3. Suppose you invest a fixed sum of money in each of five business ventures.  Each
venture has a 70% of success.

Calculate :

1. The pdf of the number of successful ventures in the five investments.

2. The expected number of successful ventures.  Interpret the results.

3. The variance and the standard deviation of the number of successful ventures.

1.8. SUGGESTED READINGS

1. Goon,Gupta;Das Gupta (1991).Fundamental of Statistics

2. Gupta,S.C. and Kapoor,V.K. Fundamental of Mathematical Statistics

3. Hoel,P.G. (1971).Introductory of Mathematical Statistics

4. Hogg R.V and Craig,A.T.Introduction to Mathematical Statistics

5. Hogg ,RV and Tanis,EA(1993).Probability and Statistical Inference

6. Mood,AM,Bose DC and Graybill F A.Introduction to the Theory of Statistics

7. Rohtagi,VK.An Introduction to Probability Theory and Mathematical Statistics

************
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UNIT-I LESSON-2

STRUCTURE

2.1. Introduction

2.2 Objectives

2.3 Assumptions and Definition of the Poisson Distribution

2.4 Mean and Variance of the Poisson Distribution

2.5  MGF of Poisson Distribution

2.6 Recurrence relation of Poisson Distribution

2.7  Poisson Distribution as limiting case of the binomial random variable

2.8 Poisson Distribution as a limiting case of Negative Binomial Distribution

2.9 Some Examples

2.10 Lesson End Exercise

2.11 Summary

2.12 Suggested Readings:

2.1. INTRODUCTION

The Poisson distribution is the mathematical limit to the binomial distribution and

may be used to approximate binomial probabilities. The Poisson is also a distribution in its

own right when solving problems involving defects per unit rather than fraction defectives.

Tables showing subsets of Poisson probabilities appear in many textbooks. The tables

greatly simplify the solution of many problems. The most extensive Poisson table is Poisson’s

Exponential Binomial Limit by E. C. Molina. The tables were developed in the 1920s

and published in 1949.
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If n is large and p is small so that n times p (np) is a positive number less than five,

then the Poisson is a good approximation to the binomial. The value p and the ratio n/N

should be less than 0.10.

When solving binomial problems with the Poisson formula, the terms n, x and p are

the same as in the binomial formula. The task is to calculate the probability of x successes in

n trials, where the probability of a single success is p. Remember that p is a fraction defective

when used to approximate the binomial, andp is defects per unit when counting the number

of defects instead of the number of defective units.

In some cases neither n nor p is given, but the product np may be given. If p is a

fraction defective then np is the average number of defective units in the sample. If p is in

terms of defects per unit then np is the average number of defects in the sample.

The Poisson probability distribution describes the number of times some event occurs

during a specified interval. The interval may be time, distance, area, or volume.

The Poisson distribution is used to model many practical problems. It is used in

many counting applications to count events that take place independently of one another.

Thus it is used to model the count during  a particular length of time of:

• customers arriving at a service station

• telephone calls coming to a telephone exchange packets arriving at a  particular

server

• particles decaying from a radioactive specimen

2.2 OBJECTIVES

1. To introduce the Poisson distribution

2. To learn the computation of mean,variance and mode of Poisson distribution

3. To introduce mgf of Poisson distribution

4. To establish recuurence relation of Poisson distribution

2.3 ASSUMPTIONS AND DEFINITION OF THE POISSON DISTRIBUTION

(1) The probability is proportional to the length of the interval.
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(2) The intervals are independent.

The Poisson probability distribution is characterized by the number of times an

event happens during some interval or continuum.

Examples include:

• The number of misspelled words per page in a newspaper.

• The number of calls per hour received by Dyson Vacuum Cleaner Company.

• The number of vehicles sold per day at Hyatt Buick GMC in Durham, North

Carolina.

• The number of goals scored in a college soccer game.

X is a Poisson distribution with the parameter   such that 0   and

( ) , 0,1,2,....
!

k

X

e
p k k

k



  The plot of the pmfof the Poisson RV is
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Remark:

· The distribution of X is called the Poisson distribution and is denoted by P(ë). ë is

called the parameter of the distribution. Often  the  notation X~P(ë) will be used to denote

the fact that the r.v. X is distributed as P(ë).

( )
!

k

X

e
p k

k




satisfies to be a pmf, because

= 0 otherwise    x=0,1,2,.....>0

0 0 0

( ) 1
! !

k k

X

k k k

e
p k e e e

k k


     

 

  

     

Named after the French mathematician S.D. Poisson

2.4 MEAN AND VARIANCE OF THE POISSON DISTRIBUTION

The mean of the Poisson RV X is given by

0

1

1

1

( )

     0
!

     
1!

X X

k

k

k

k

k

kp k

e
k

k

e
k





























 












 Hence mean of poisson distribution is 

      e  


    

 e 
e

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2 2

0

2

1

1

1

2 1

( )

       0
!

      
1!

( 1 1)
      

1!

     0
2! 1!

X

k

k

k

k

k

k

k

k k

k k

EX k p k

e
k

k

k
e

k

k
e

k

e e
k k







 







 



















 
 

 



 




 




 
     









 

2 1
2

2 1

2

     
2! 1!

     

     

k k

k k

e e
k k

e e e e

 

  

 
 

  

  
 

 

 

 

 
 

 

 

2

2 2 2

X XEX

 

  

 

   

Example 2.4.1.: The number of calls received ina telephone exchange follows a Poisson

distribution with an average of 10 calls per minute. What is the probability that in one-

minute duration

(i) no call is received

(ii) exactly 5 callsare received

(iii) more than 3 calls are received

Let X be the random variable representing the number of  calls received. Given

( )
!

k

X

e
p k

k



  where 10.   Therefore,

(i) probability that no call is received 10(0)Xp e  
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(ii) probability that exactly 5 calls are received 

10 510
(5)

5!
X

e
p

 
  

(iii) probability that more the 3 calls are received

2 35
10

0

10 10 10
1 ( ) 1 (1 )

1 2! 3!
X

k

p k e



       

2.5  MGF OF POISSON DISTRIBUTION

If X~P( ) then its pmf is P(X=x) =  e

 

x

 , x=0,1,2,……

X!
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tλeλee

)1( 

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e


2.6 RECURRENCE RELATION OF POISSON DISTRIBUTION

If X is a random variate distributed as a Poisson distribution with parameter m

then its pdf at point X=r is given by

Then its mgf is given by

= e


     x!

x+1            
x = 0,1,2,3.....

= e


     (x+1)!

x+1            
x = 0,1,2,3.....

= 
     (x+1) 
           

p (r+1) = 
                   (x+1) 

            
P(r)
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This is the required recurrence relationship of Poisson distribution.

With this formula we can compute P(1),P(2),…….;if P(0) is known to us.It means that we

can compute the probabilities at higher values if probability at some lower value is known.

2.7  POISSON DISTRIBUTION AS LIMITING CASE OF THE BINOMIAL

RANDOM VARIABLE

The Poisson distribution is also used to approximate the binomial distribution

( , )B n p  when n  is very large and p  is small.

Consider a binomial RV ~ ( , )X B n p with

,  0  so that  remains constant.n p EX np      Then

( ) n

Xp k C)
!

ke

k



�

( ) (1 )

!
           = (1 )

!( )!

( 1)( 2).....( 1)
         = (1 )

!

1 2 1
(1 )(1 ).....(1 )

      = (1 )
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1 2 1
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!

1
(1 )

    

n k n k

X k
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k n k

k

k n k
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k
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k
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Thus the Poisson approximation can be used to compute binomial probabilities for large

.n  It also makes the analysis of such probabilities easier.Typical examples are:

• number of bit errors in a received binary data file

• number of typographical errors in a printed page

Although the Poisson distribution is of independent interest, it also provides us

with a close approximation of the binomial distribution for small k provided that p is small

and d = np. This is indicated in the following table.

K 0 1 2 3 4 5

Binomial .366 .370 .185 .0610 .0149 .0029

Poisson. 368 .368 .184 .0613 0153 .00307

Above is the comparison of Binomial and Poisson distributions with n = 100, p =

1/100 and X = np = 1

Example 2.7.1.

Suppose there is an error  probability of 0.01 per word in typing. What is the

probability that there will be more than 1 error in a page 120 words.

Suppose X is the RV representing the number of errors per page of 120 words.

~ (120, )X B p where 0.01.p   Therefore,

12.001.0120  x
P(more than one errors)

   



ee

pp xx

1

)1()0(1

2.8 POISSON DISTRIBUTION AS A LIMITING CASE OF NEGATIVE

BINOMIAL DISTRIBUTION

Negative Binomial distribution tends to Poisson distribution as  rP ,0

such that r. P (finite).Proceeding to the limits, we get

Which is the probability function of the Poisson distribution with parameter ë.
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Lim P(X=x)= lim xrrx

r qp)( 1

1




= 
xr

Q

p
Q

x

rx
)()

1
lim( 

2.9 SOME EXAMPLES

Example: Consider an inbound telemarketing operator who, on the average, handles five

phone calls every three minutes.  What is the probability that there will be no phone calls in

the next three minutes (one unit of time)?

Solution:Let X = the number of phone calls in a time interval where a unit of time is three

minutes.  The l is 5 for the ONE unit of time (3 minutes).  Thus, lt = 5*1 = 5.  Then

0.0067
0!

e5
(0)0)P(X

50




What is the probability that there will be no phone calls in the next minute?

Since there is only one minute, we have only 1/3 of a unit of time.  Then 67.413/5 t
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Let X = the number of phone calls.  Then

0.1889e
0!

e(5/3)
f(0) (5/3)

(5/3)0

 


What is the probability that there will be 2 or more phone calls in the next minute?

P(X ³ 2) = P(X=2) + P(X=3) + P(X=4) + P(X=5) + P(X=6) + …

= 1 - P(X=0) - P(X=1)

1!

e(5/3)

0!

e(5/3)
1

(5/3)1(5/3)0 



= 1 - (0.1889 + 0.3148)

= 1 - 0.5037

=0.4963

Example 2.9.2  Suppose that we are investigating the safety of a dangerous intersection.

Past police records indicate a mean of 5 accidents per month at this intersection.  Suppose

the number of accidents is distributed according to a Poisson distribution. Calculate the

probability in any month of exactly 0, 1, 2, 3 or 4 accidents.

Solution : Since the number of accidents is distributed according to a Poisson distribution

and the mean number of accidents per month is 5, we have the probability of happening

accidents in any month 
!

5 5

x

e
p(x)

x 

 .  By this formula we can calculate

p(0) = 0.00674, p(1) = 0.3370, p(2) = 0.08425, p(3) = 0.14042, p(4) = 0.17552.

The probability distribution of the number of accidents per month is presented in Table

Poisson probability distribution of the number of accidents per month

X-  NUMBER OF ACCIDENTS   P(X) -  PROBABILITY

0 0.006738

1 0.03369
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2 0.084224

3 0.140374

4 0.175467

5 0.175467

6 0.146223

7 0.104445

8 0.065278

9 0.036266

10 0.018133

11 0.008242

12 0.003434

2.10 LESSON END EXERCISE:

1. If the random variable X has a Poisson distribution such that Pr (X = 1) = Pr (X =

2), find Pr (X = 4).

2.  In a lengthy manuscript, it is discovered that only 13.5 per cent ofthe pages contain

no typing errors. If we assume that the number of errors per page is a random

variable with a Poisson distribution, find the percentage of pages that have exactly

one error.

3. Let the number of chocolate drops in a certain type of cookie havea Poisson

distribution. We want the probability that a cookie of this type contains at least

two chocolate drops to be greater than 0.99. Findthe smallest value that the mean

of the distribution can take.

2.11 SUMMARY:

Characteristics defining a Poisson random variable

1. The experiment consists of counting the number x of times a particular event occurs

during a given unit of time

2. The probability that an event occurs in a given unit of time is the same for all units.

3. The number of events that occur  in one unit of time is independent of the number

that occur  in other units.
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The mean number of events in each unit will be denoted by the Greek letter 

The probability distribution, mean and variance for a Poisson random variable x:

1. The probability distribution:

x!

e
p(x)

x  

 ( x = 0, 1, 2,...),

where = mean number of events during the given  time period,

e = 2.71828...(the base of natural logarithm).

2) The mean:   

3) The variance:  2

2.12 SUGGESTED READINGS:

1. Goon,Gupta;Das Gupta (1991).Fundamental of Statistics

2. Gupta,S.C. and Kapoor,V.K. Fundamental of Mathematical Statistics

3. Hoel,P.G. (1971).Introductory of Mathematical Statistics

4. Hogg R.V and Craig,A.T.Introduction to Mathematical Statistics

5. Hogg ,RV and Tanis,EA(1993).Probability and Statistical Inference

6. Mood,AM,Bose DC and Graybill F A.Introduction to the Theory of Statistics

7. Rohtagi,VK.An Introduction to Probability Theory and Mathematical   Statistics
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UNIT-I LESSON-3

STRUCTURE

3.1 Introduction

3.2 Objectives

3.3 Negative Binomial Distribution

3.4 The moment generating function of the negative binomial distribution

3.5. The mean of the Negative Binomial Distribution

3.6 The variance of the Negative Binomial Distribution

3.7 Examples of Negative Binomial Distribution:

3.7.1 Alternative Views of the Negative Binomial Distribution

3.8 Lesson End Exercise

3.9. Suggested Readings

3.1 INTRODUCTION

In this lesion we have discussed the need and situations when Negative binomial

distribution(NBD) is applicable.We have defined the NBD and derived its moments in this

lesion.Further we have derived the expression for mgf of NBD.As recurrence is used to

derive the probabilities for higher values of random variables.We have also established the

recurrence relation for NBD.

3.2 OBJECTIVES

1. To introduce the Negative Binomial distribution
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2. To derive the expressions for mean and variance of NBD

3. To establish recurrence relation of NBD

4. To show Poisson distribution as limiting case of NBD

3.3 NEGATIVE BINOMIAL DISTRIBUTION

In its simplest form, the negative binomial distribution models the number of suc-

cesses before a specified number of failures is reached in an independent series of re-

peated identical trials. It can also be thought of as modelling the total number of trials

required before a specified number of successes, thus motivating its name as the “inverse”

of the binomial distribution. Its parameters are the probability of success in a single trial, ,

and the number of failures, . A special case of the negative binomial distribution, when

, is the geometric distribution (also known as the Pascal distribution), which models

the number of successes before the first failure.

More generally, the parameter can take on non-integer values. This form of the

negative binomial has no interpretation in terms of repeated trials, but, like the Poisson
distribution, it is useful in modelling count data. It is, however, more general than the
Poisson, because the negative binomial has a variance that is greater than its mean, often
making it suitable for count data that do not meet the assumptions of the Poisson distribu-
tion. In the limit, as the parameter increases to infinity, the negative binomial distribution
approaches the Poisson distribution.

Definition : A random variable x is said to follow a negative binomial distrubition if its

probability mass funcuton is given by p(x) = p (x=x) = (x + r- 1) pr qx     x=0,1,2,3......

     r-1

Notation :

The following notation is helpful, when we talk about negative binomial prob-

ability.

* x: The number of trials required to produce r successes in a negative binomial

experiment.

* r: The number of successes in the negative binomial experiment.
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* p: The probability of success on an individual trial.

* q: The probability of failure on an individual trial. (This is equal to 1 - P.)

* b*(x; r, P): Negative binomial probability - the probability that an x-trial nega-

tive binomial experiment results in the rth success on the xth trial, when the

probability of success on an individual trial is P.

*
n
C

r
: The number of combinations of n things, taken r at a time.

Properties of NBD:

A negative binomial experiment is a statistical experiment  that has the following

properties:

 The experiment consists of x repeated trials.

 Each trial can result in just two possible outcomes. We call one of these outcomes

a success and the other, a failure.

 The probability of success, denoted by P, is the same on every trial.

 The trials are independent that is, the outcome on one trial does not affect the

outcome on other trials.

 The experiment continues until r successes are observed, where r is specified in

advance.

The mean for the Negative Binomial Distribution is rp.

The variance for the Negative Binomial Distribution is rqp.

When the parameter is an integer, the negative binomial pdf is

)(.....)1,0(

1
),/( x

xrqp
x

xr
prxfy 







 


where . When is non-integer, the binomial coefficient in the definition of the

pdf is replaced by the equivalent expression
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)1()(

)(



xr

xr

Consider the situation where one performs a number Bernoulli trials, each trial has a prob-

ability of success p , andtrials continue until the r thsuccesss occurs. Let X be the ran-

dom variable which is the number of trials up toand including the r th success. This means

that the range of X is the set  .,.....1, rr  Then the pmf would be given by .
1

1 rxrqp
r

x 










Note that there are r successes and x-r previous failures, with the last success at a fixed

rthposition. Thus the number of possible outcomes is the number of combinations of se-

lecting )1( x objects taken )1( r at a time.

3.4 THE MOMENT GENERATING FUNCTION OF THE NEGATIVE BI-

NOMIAL DISTRIBUTION

3.5. THE MEAN OF THE NEGATIVE BINOMIAL DISTRIBUTION

Mx(t) = E (etx)

= (Q - Pet)-r

11 =     d   m(t)

             dt            
t=0

11 = [-r  (-pet) (Q-pet)r-1]
t=0

= rp

3.6 THE VARIANCE OF THE NEGATIVE BINOMIAL DISTRIBUTION

The second moment of E(X2) of the negative binomial distribution with the pmf

)
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and mgf above is obtained by differentiating the mgf twice wrt and setting t to zero and the

variance is computed as


2

1 =     d2 m(t)

             dt2            
t=0

=[r pet (Q-pet)r-1]+(-r-1)r Pet (Q - pet)-r-2 (-pet) 
t=0

= rp + (r +1) P2


2 
= 

2 

1 
1

1
2

 r (r+1) P2 + rp - r2p2 - rPQ

Recurrence formula for N.B.D. is f (x+1; r,p) = x+r q f (x;r,p)

                        x+1

f (x; r,p) = (x+r-1) pr qx

                     r-1

f (x+1 ; r,p) = (x+r) pr qx+1

r-1

 f (x+1 ; r,p) =    (x+r)! (r-1) !  (x!)____  p = x+r  q
       f     (x ; r,p)        (r+1)! (x-1) !  (x+r-1)            x+1

 f (x+1 ; r,p) =    (x+r)   q   f x; r,p
                                   (x+1)

3.7 EXAMPLES OF NEGATIVE BINOMIAL DISTRIBUTION:

The distribution of X is called the Negative Binomial distribution. This distri-

bution occurs in situations which have as a model the following. A Binomial

experiment E, with sample space {S, F}, is repeated independently until exactly

r S’s appear and then it is terminated. Then the r.v. X represents the number

of times beyond r that the experiment is required to be carried out, and f(x) is

the probability that this number of times is equal to x. In fact, here S  ={all (r + x)-sequences

of S’s and F ’s such that the rth S is at the end of the sequence}, x = 0, 1, . . . and f(x) =

P(X = x) = P[all (r + x)-sequences as above for a specified x]. The probability of one such

sequence is pr-1qxp by the independence assumption,we can derive its pdf.

P(X = r) = 
n-1

C
r-1

 p r (1-p)n-r

The above interpretation also justifies the name of the distribution. For  r = 1,we

(
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get the Geometric (or Pascal) distribution, namely f(x) = pqx, x = 0, 1, 2, .

The probability distribution of a Negative Binomial random variable is called a

Negative Binomial Distribution. It is also known as the Pascal distribution or Polya distri-

bution. Suppose we flip a coin repeatedly and count the number of heads (successes). If

we continue flipping the coin until it has landed 2 times on heads, we are conducting a

Negative Binomial Experiment.

P(X = r) = n-1C
r-1

 p r (1-p)n-r where, n = Number of events. r = Number of successful

events. p = Probability of success on a single trial. n-1C
r-1

 = ( (n-1)! / ((n-1)-(r-1))! ) / (r-

1)! 1-p = Probability of failure.

Example 3.7.1: Find the probability that a man flipping a coin gets the fourth
head on the ninth flip.

Solution:

Step 1: Here,

Number of trials n = 9 (because we flip the coin nine times).

Number of successes r = 4 (since we define Heads as a success).

Probability of success for any coin flip p = 0.5

Step 2: Find n-1 and r-1.

n-1 = 9-1 = 8

r-1 = 4-1 = 3

Step 3: To find n-1C
r-1

 Calculate ((n-1)-(r-1))!

(n-1)-(r-1) = 8-3 = 5

((n-1)-(r-1))! = 5! = 120

Step 4: Find (n-1)!

= 8! = 40320

Step 5: Find (r-1)!
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= 3! = 6

Step 6: Find (n-1)! / ((n-1)-(r-1))!

= 40320/120 = 336

Step 7: To Solve 
n-1

C
r-1

 formula is used.

= 336/6 = 56

Step 8: Find pr.

= 0.54 = 0.0625

Step 9: To Find (1-p)n-r Calculate 1-p and n-r.

1-p = 1-0.5 = 0.5

n-r = 9-4 = 5

Step 10: Calculate (1-p)n-r.

= 0.55 = 0.03125

Step 11: Calculate Negative Binomial Distribution.

= 56×0.0625×0.03125 = 0.109375

The probability that the coin will land on heads for the fourth time on the ninth coin

flip is 0.1094

Example 3.7.2.

Bob is a high school basketball player. He is a 70% free throw shooter.That

means his probability of making a free throw is 0.70. During the season, whatis the

probability that Bob makes his third free throw on his fifth shot?

Solution:

This is an example of a negative binomial experiment. The probability of success

(p) is 0.70, the number of trials (x) is 5, and the number of successes (r ) is3.

To solve this problem, we enter these values into the negative binomial formula.

f(5) = 
2C4 * 0.73* 0.32

= 6 * 0.343 * 0.09 = 0.18522
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Thus, the probability that Bob will make his third successful free throw on his

fifthshot is 0.18522.

Example 3.7.3

Let’s reconsider the above problem from Example 1. This time, we’ll ask a

slightlydifferent question: What is the probability that Bob makes his first free throw onhis

fifth shot?

Solution:

This is an example of a geometric distribution, which is a special case of a negative

binomial distribution. Therefore, this problem can be solved using thenegative binomial

formula or the geometric formula.The probability of success (p) is 0.70, the number of trials

(x) is 5, and the number of successes (r) is 1. We enter these values into the negative

binomial formula.

f(5) =
0C4 * 0.71* 0.34

= 0.00567

Now, we demonstrate a solution based on the geometric formula.

g(5; 0.7) = 0.7 * 0.34

= 0.00567

3.7.1 Alternative Views of the Negative Binomial Distribution

As if statistics weren’t challenging enough, the above definition is not the only

definition for the negative binomial distribution. Two common alternative definitions are:

 The negative binomial random variable is R, the number of successes before the

binomial experiment results in k failures. The mean of R is:

ì
R
 = kP/Q

 The negative binomial random variable is K, the number of failures before the

binomial experiment results in r successes. The mean of K is:

ì
K
 = rQ/P

The moral: If someone talks about a negative binomial distribution, find out how

they are defining the negative binomial random variable.



33

On this web site, when we refer to the negative binomial distribution, we are

talking about the definition presented earlier. That is, we are defining the negative binomial

random variable as X, the total number of trials required for the binomial experiment to

produce r successes.

3.8 LESSON END EXERCISE

1. Find the moment generating function of Negative binomial distribution.Find its

mean and variance from its mgf.

2. If a fair coin is tossed at random five independent times, find the

conditional probability of five heads relative to the hypothesis that there are at

least four heads.

3. Let X be an r.v. distributed as Negative Binomial with parameters rand p. By

working as in the Binomial example, show that  EX = rq/p,  2(X) = rq/p2;

4. For each example state whether or not the negative binomial distribution is

appropriate, briefly explain why or why not.

1. Number of cars passing along a road until five red cars have passed.

2. Number of cars passing along a road until five commercial vehicles have passed.

3. Number of cars passing along a road until five have passed with at least one of

the letters X, Y, Z in their number plate.

4. Number of cars passing along a road until 5 have passed containing only the

driver.

5. Number of people who enter a shop until 5 men have entered.

6. Number of children entering a school until 5 enter with glasses have entered.

7. Number of tosses of a coin until 5 tails have appeared.

8. Number of cards dealt from a pack of 52 cards until there are 5 black cards
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UNIT-I LESSON-4

STRUCTURE

4.1. Introduction

4.2. Objectives

4.3. Hyper Geometric Distribution

4.4. Sampling without replacemment

4.5. Relationship of Hypergeometric Distribution with Binomial

Distribution:Binomial or Hypergeometric?

4.6. Mean and Variance of  Hypergeometic Distribution:

4.7 Lesson End Exercises

4.8. Suggested ReaDINGS

4.1. INTRODUCTION

In probability theory the Hypergeometric distribution (HGD) is a discrete

probability distribution that describes the number of successes in a sequence of n draws

from a finite population without replacement.In this lesson we have discussed the HGD

and its properties.

4.2. OBJECTIVES

1. To introduce the situations where HGD is applicable

2. To derive the moments of HGD

3. To establish association of HGD with Binomial distribution
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4.3. HYPER GEOMETRIC DISTRIBUTION

A typical example of HGD is illustrated by this contingency table Contingency,

table:

There is a shipment of N objects in which m are

defective. The hypergeometric distribution describes

the probability that in a sample of n distinctive objects

drawn from the shipment exactly k objects are defective.

In general, if a random variable follows the hypergeometric distribution with

parameters N, m and n, then the probability of getting exactly k successes is given by

N

n

mN

kn

m

knmNkf
))((

),,;(



,.......3,2,1N

Nm ,........,1,0

Nn ,........,2,1

The probability is positive when k is between max{0,n + m - N}

and min{m,n}.

The classical application of the Hypergeometric distribution is sampling without

replacement. Think of an urn with two types of marbles, black ones and white ones.

Define drawing a white marble as a success and drawing a black marble as a failure

(analogous to the binomial distribution). If the variable N describes the number of all

marbles in the urn (see contingency table above) and m describes the number of white

marbles (called defective in the example above), then N - m corresponds to the number

of black marbles.

Defination of Hypergeometric Distribution

A discrcte random variable x is said to follow. the hyper Geometric distribution if it assumes

only non-negative values & its probability mass functions is given by

defective

non-defective

total

k m-k m

n-k N+k-n-m N-

mn N-n N

drawn not drawn Total
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P (x=K) h(K; N, M, n) =     M      N-M

        K        n-K___  K=0,1,2.......... min (n,m)

N

n

X is said to have a hypergeometric distribution

Example 4.3.1:

Draw 6 cards from a deck without replacement. What is the probability of getting

two hearts?

Solution

Here M = 13 number of hearts

L = 39 number of non-hearts

N = 52 total





























6

52

4

39

2

13

)hearts 2(P
=0.315

Example 4.3.2: Lotto

42 balls are numbered 1 - 42.  You select six numbers between 1 and 42.  (The

ones you write on your lotto card).  6 balls are selected at random.  What is the probability

that they contain:

(i) 4 of yours?

(ii) 5 of yours?   Answer = 0.00004

(iii)  6 of yours? Answer = 0.00000019

Solution (i)

Total = 42; N = 42

Favourable = 6; M = 6

Non-Favourable = 36. L = N - M = 42 - 6 = 36

))
)
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Sample size n = 6 and x = 4.

0018.

6

42

2

36

4

6

)4match ( 



























P

So odds of about 1 in 555.

4.4. SAMPLING WITHOUT REPLACEMENT

While the binomial distribution is obtained while sampling with replacement, the

hypergeometric distribution is obtained while sampling without replacement.

4.4.1. Example:

An accounting population contains 52 line items of which 25% are in error.  A

simple random sample of 6 line items is drawn.  What is the probability that the sample will

contain 2 items in error?

Solution:

1. Sampling with Replacement   Binomial

Binomial with n = 6 and p = 0.25;

P(2 accounts in error)  =  2966.075.25.
2

6 42 








2. Sampling without Replacement

13 In error 39 Correctly state

P(2 accounts in error)  = 
315.0

6

52

4

39

2

13




























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4.5. RELATIONSHIP OF HYPERGEOMETRIC DISTRIBUTION WITH

BINOMIAL DISTRIBUTION:BINOMIAL OR HYPERGEOMETRIC?

Approximation to Binomail distribution : hypergeometric distribution tends to

binomial distribution as N and M P

      N

n(K;N,M,n) =   M      N-M    ÷   N

 K        n- K         n

=        M!       ,         (N-M) !                    , n! (N-n)!

     K!(M-K)!    (n-K)!(N-M-N+K)!               N!

= M (M-1) (M-2)............... (M-K+1) x (N-M) N-M-1) ...................

       K!

(N-M-n+K+1  x                           n!_______________

       (n - K) ! N(N-1) (N-2) ............. N-n+1

=     n! ___ .          M ( M   - 1)  (M  - 2) ..... ( M - K-1)

   K! (n-K)!           N    N     N    N    N           N     N

X   1-M    1 - M - 1   ......  1 - M -  n-K-1

         N         N    N                 N         N

                   1 - 1     1 - 2  ............   1-n-1

            N         N N

Proceding to the limit as N& Putting M = p, we get lt  h
n (K;N,M,n) =    n   p

    N               k

p ... P (1-p) (1-p) ...... (1-P) (n) pK (1-p)n-k N 
k

What is the probability of getting no more than 2 misstated accounts in a simple

random sample of size 10 drawn without replacement from an accounting population that

has a 10% misstatement rate.

Let X = number of incorrectly stated accounts.

P(X = 2) = P(X = 0) + P(X = 1) + P(X = 2)

Hypergeometric

For a population of size 20

( ( (

(

(

((

( ( (
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2368.

10

20

10

18

0

2

)0( 



























XP

5263.

10

20

9

18

1

2

)1( 



























XP

2368.

10

20

8

18

2

2

)2( 



























XP

Population Size     20

 P(X = 0)  .2368

 P(X = 1)  .5263

 P(X = 2)  .2368

 P(X = 2)  .9999

Hypergeometric (without replacement sampling)

For a population of size 200
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1975.

10

200

8

180

2

20

)2(

3974.

10

200

9

180

1

20

)1(

3398.

10

200

10

180

)0(



















































































XP

XP

XP

P(X  2) = .9347

Population Size   200

P(X = 0)  .3398

P(X = 1) .3974

P(X = 2)  .1975

P(X = 2) .9347

Hypergeometric (without replacement sampling)

For a population of size 2,000
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1939.

10

2000

8

1800

2

200

)2(

3881.

10

2000

9

1800

1

200

)1(

3476.

10

2000

10

1800

)0(



















































































XP

XP

XP

P(X = 2) = .9296

Population Size 2,000

P(X = 0)  .3476

 P(X = 1)  .3881

 P(X = 2)  .1939

 P(X = 2)  .9296

Binomial (with replacement sampling)

1937.89.0 21.0  
2

10
)2(

3874.99.0 11.0  
1

10
)1(

3487.
10

9.0 )0(























XP

XP

XP

P(X = 2) = .9298
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Example:4.5.2.. What is the probability of getting no more than 2 misstated accounts in a

simple random sample of size 10 drawn without replacement from an accounting population

that has a 10% misstatement rate.

Population Size     20    200   2000   Bin Approx

 P(X = 0) .2368  .3398  .3476  .3487

 P(X = 1)  .5263  .3974  .3881  .3874

 P(X = 2) .2368  .1975  .1939  .1937

 P(X = 2) .9999  .9347  .9296  .9298

Remark: Let     ,~ ,,~ 21 mBXmBY . Then, the

conditional distribution of Y given 
1sYX   is

 







 





















1

21

1

21

1|

s

mm

ys

m

y

m

sYXyYP
.
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4.6. MEAN AND VARIANCE OF  HYPERGEOMETIC DISTRIBUTION:

Example4.6.1. From a group of 20 Ph.D. engineers, ten are randomly selected for

employment. Find the probability that the ten selected include all five ofbest engineers.
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Solution. N = 20

n = 10

S = 5

(N-S) =15

X = 5

5
C

5

10
C

20

5
C

15 1 x 3,003
184,756

= 0.0162P(X=5) =

Remark: The Binomial as an Approximation to the Hypergeometric

Since the Hypergeometric is the Binomial distribution without replacement. How

do they match up ?

Example4.6.2.:

Suppose N = 25, S = 15,n =2, (N-S) = 10 X = 0, 1 or 2

Hypergeometric Solution:

0
C

15

2
C

25

2
C

10 = = 0.15P(X=0) =
1x45
300

1
C

15

2
C

25

4
C

10 = = 0.50P(X=1) =
15x10

300

2
C

15

2
C

25

0
C

10 = = 0.35P(X=2) =
105x1

300
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Binomial Solution:

p = Successes/Total - 15/25 = 0.6  So, (1-p) = 0.4, n = 2

P(X=0) =
0
C

2
(0.6)0.(0.4)2 = (1)(1)(0.16) = 0.16

P(X=1)=
1
C

2
 (0.6)1.(0.4)1 = (2)(0.6)(0.4) = 0.48

P(X=2)=
2
C

2
 (0.6)2.(0.4)0 = (1)(0.36)(1) = 0.36

   1.00

Remark: One should only use the Binomial to approximate the Hyper-geometric

when “n” is large.

. 















6
2

)6)((3

)(

)(6)1(

N

nnNn

mNm

nNNNN

4.7 LESSON END EXERCISES

1) An urn contains ten  (10) marbles of which five (5) are green, two (2) are blue,

three (3) are red. Three marbles are to drawn from the urn, one at a time, without

replacement. Show that the probability that all three marbles drawn are green is

(0.0833) or 1/12

2) A warehouse contains ten printing machines, four of which are defective. A

company selects five (5) of the machines at random, thinking that all are in

working condition. Show that the probability that all five of the machines are non-

defective is (0.0238) or 1/42

3) A jury of six (6) people was selected from a group of twenty (20) potential jurors,

of whom eight (8) were African-America and twelve (12) were White. Show that

the probability that the jury contains one or fewer African-Americans is 0.187

4) A hat contains 20 names, 12 of which are females. If five names are drawn from

the hat, what is the prob. that there are at least two female names drawn? Calculate

the expected number?

5) A marble bag contains ten red and 15 green marbles. If Kelly reaches into bag and
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withdraws five marbles, what is the probability that she will get

a. Exactly one red marble.

b. At least 2 red marbles.

c. No green marbles.

6) What is the probability that a bridge hand of 13 cards contains six spades, four

hearts, two diamonds and one club?

7) A package contains ten yellow, six green, eight purple, and nine red candies jumbled

together. What is the probability that at least three red candies are drawn among

five candies chosen from the package?  What is the expected number of red

candies among five candies poured from the package?
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UNIT-II                      LESSON - 5

UNIFORM OR RECTANGULAR DISTRIBUTION

STRUCTURE

5.1 Objectives

5.2 Introduction

5.3  Definition.

5.4 Moments of Uniform Distribution.

5.5 Moment Generating Function.

5.6 Mean Deviation about Mean.

5.7 Median

5.8 Mode

5.9 Theorem

5.10  Illustrations

5.11 Summary

5.12 Self Assignment.

5.13 Further Reading.

5.1 Objectives:

The main objectives of this chapter are

1. To introduce students to uniform distribution

2. To discuss utility and important properties of uniform distribution
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5.2 Introduction:

A uniform distribution is one for which the probability of occurrence is the same

for all values of X. It is sometimes called a rectangular distribution. For example, if a fair

die is thrown, the probability of obtaining any one of the six possible outcomes is 1/6.

Since all outcomes are equally probable, the distribution is uniform. If a uniform distribution

is divided into equally spaced intervals, there will be an equal number of members of the

population in each interval.

5.3  Definition:

A continuous random variable X is said to have Uniform or Rectangular Distribution

if its p.d.f is given by




 

 

Otherwise O,       

a)(bb,xa       
(x) ab

1

The function defined above is called the p.d.f. of Uniform or Rectangular Distribution

on the interval (a, b) and we write XU (a, b) distribution. a and b are the parameters of

the distribution. Here a is location parameter and b – a is scale parameter.

For uniform distribution, subintervals of (a, b) that have equal lengths, all have the

same induced probability and hence all are equally likely. If a number is at random chosen

in the interval (a, b) this means that a number is the observed value of X where X is U(a, b)

that’s why the distribution is called uniform distribution. The probability that X takes on

value in the interval b)(a,d)(c,   is given by
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 



d

c
f

ab

cd
(x)dxP

The distribution is also called rectangular distribution, since the graph of the p.d.f.

represents a rectangular over the x-axis and between the ordinates  x = a, and  x = b

The distribution function of U(a, b)distributionis given by

 















bx1

bxa

ax0

(x)F
ab
aN

x

The graphic representation of (x)f and  (x)Fx
are given below

 f(x)                                                                  F(x) 

 

 

     

  

                                            X                                                                 X             

            x = a                   x = b                                            a         b 

Some other forms of uniform distribution are



 


otherwise O,

,
  (x) 2a

1 axa
f

This is denoted by U(- a,a)
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

 


otherwise  0,

1x0   1,
  (x)f

This is denoted by U(- a,a)



 


otherwise  0,

1x0   1,
  (x)f

This is denoted by U (0,1)



 


otherwise O,

,
  (x)

1  xa
f

This is denoted by U(0, )

5.4 Moments of Uniform Distribution:

Let 
rμ  denotes the rth moment about origin then


b

a

rr dxxfxXE )()(μ r

  



















 1ab

1
dx       

ab

x 11r

r

ab rr
b

a

In particular,mean 
2

ab

2

ab

ab

1
μ

22

1










 




And )aab(b
3

1

2

ab

ab

1
)E(Xμ 22

33
2

2 






 




Therefore variance of the distribution is

2

12

22

2 μμ[E(X)])E(Xμ 

2

2

22 a][b
12

1

2

ab
)aab(b

3

1





 

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5.5 Moment Generating Function:

The Moment Generating Function (m.g.f ) of the uniform distribution is given by


b

a

txtx

x dxxfeeEtM )()()(

  


b

a

tx dx
ab

1
e 0t,

a)t(b

ee atbt







Expanding the exponential terms we get














 



1n

1n
nn

x t
n!

ab

ab

1
(t)M






















0n

n1n1n

n!

t

1n

ab

ab

1

Now we know that


















1n

ab

ab

1

n!

t
oft coefficienμ

1n1nn

n

In particular, mean
2

ab

2

ab

ab

1
μ

22

1










 




)aab(b
3

1

2

ab

ab

1
μ 22

33

2 






 




2

12 μμ 

2

2

22

2 a][b
12

1

2

ab
)aab(b

3

1
μ 




 

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5.6 Mean Deviation about Mean:

Mean Deviation about Mean of uniform distribution is given by

 



b

a

b

a
dx

ab
x |

2
|

a-b

1
  f(x)dx    |μx||)μ-XE(|  M.D.

 




 





c

c 2

ab
c ,

2

ab
-x Z       dz,|z|

a-b

1





c

0

2

4

ab

a-b

c
        dz,|z|

a-b

2

6.7 Median:

Let m be the median of the distribution ,then we have

 
m

a

m

a
dx

a-b

1
    f(x)dx    

2

1

2

ab
m

ab

am 







Thus for uniform distribution mean = median

5.8 Mode:

Since in the rectangle (b–a) (b–a)–1, each point in the interval(a,b) has the maximum

probability, so each point of (a,b) is mode .Some authors say that mode of uniform

distribution does not exists.

5.9 Theorem:

If X is a random variable with continuous distribution function F, then F(X) has a uniform

(0,1) distribution.

Proof:  Since F is a distribution function, it is non decreasing. Let Y = F(X),then the

distribution function G of Y is given by
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(y)]FP[Xy]P[F(X)y)P(Y(y)G
1

y



Inverse exists because F is give to be  non decreasing and continuous

(y)]F[F(y)G
1

y



Since F is the distribution function of X.

y(y)G y 

Therefore the p.d.f. of Y = F(X) is given by

1(y)G
dy

d
           (y)g yy 

        Since F is the distribution function , Y assumes values in the range (0,1)

Hence 1y0 1,           (y)g y 

Thus Y is uniform variate on (0,1)

5.10 Illustrations:

(1) If X is uniformly distributed over (0,10),calculate

(a) P(X<3)   (b)   P(X>7)   (c)  P(1<X<6)

Sol. Given that XU (0, 10), so

10x0   ,
10

1
f(x) 

Now P(X<3)   = 
3

0
f(x)dx 

3

0
dx

10

1

10

3


P(X>7)   = 
10

7
dx

10

1

10

3


P(1<X<6)   =   
6

7
dx

10

1

10

5


2

1

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(2) If X is uniformly distributed with mean 1 and variance 1/3 ,find P(X<0)

Sol. We know that if XU(a, b), then

bxa
ab

xf 


 ,
1

)(

And  mean(X) = 
1

ba 
,   var(X) =

2)(
12

1
ab 

Thus,  by given conditions    
3

1
)(

12

1
,1

1

2 


ab
ba

4ab  2,ba 

Since  b>a, solving these relations we get

a = –1, b = 3

Hence ,
4

1
)( xf 31  x

Therefore required probability is given by

P(X<0)  = 
0

1 4

1

4

1
dx

(3) If X is uniformly distributed over [1,2], find z such that

E(X)μ   where,
4

1
μ)ZP(X 

Sol. Since XU(1, 2), so

,1)( xf 21  x

And
2

3
E(X)μ 

Given
4

1

2

3
 zXP ,

4

1
μ)zP(X 







 
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 


2

2

3
4

1
)(

z
dxxf  


2

2

3
4

1

z
dx

4

1
z

4

1

2

3
z2 







 

(4) Show that for the rectangular distribution

axa
a

xf  ,
2

1
)(

The m.g.f.  about origin is 
at

1
sing at. Also show that moments of even order are

given by 
1)(2n

a
μ

2n

2n 


Sol. The m.g.f.of a random variable about origin is given by

dxxfeeEtM
a

a

txtx

x )()()( 

            
a

a

txdxe
a2

1
a

a

tx

t

e

2a

1





 
at

atsinh 
)e(e

2a

1 atat  









 ......

5!

(at)

3!

(at)
at

at

1 53

...........
5!

ta

3!

ta
1

4422


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Since there are no terms with odd powers of t in (t)Mx
, all moments of odd orders about

origin vanish, i.e.

12nμ   (about origin) = 0

In particular 
1μ (about origin) = 0 i.e.  mean = 0

Thus 
rμ (about origin) = 

rμ

Hence  
12nμ   = 0; n= 0,1,2 ……..

Thus all odd order moments about mean vanish. The moments of enen order are given by

2nμ  = coefficient of   
1)(2n

a
(t)Min 

n!

t 2n

x

2n




(5) If X has uniform distribution on [0,1] ,find the distribution of Y= –2logX . Identify

the distribution also.

Sol. Given Y = – 2logX Then the distribution function G of Y is given by

y)2logXP(y)P(Y(y)G y 

    2

y

2

y

eXP1eXP
2

y
logP

 






 

2

y
e

0

e

0
e11.dx1f(x)dx1

2

y

2

y

 


Hence the p.d.f. of Y is given by

 Y0 ,e
2

1
(y)G

dy

d
(y)g

2

y

yy

[Since as X ranges in (0,1) ,Y = –2logX ranges from 0 to  ]

(6) Subway trains on a certain line run every half hour between midnight and six in

morning .What is the probability that a man entering the station at random time during this

period will have to wait at least twenty minutes?

Sol. Let the random variable X denotes the waiting  time (in minutes)for the next

train.Under the assumption that a man arrives at the station at random, X is uniformly

distributed on (0,30) with p.d.f.
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



 

otherwise

x
xf

,0

300,
30

1

)(

The probability that he has to wait at least 20 minutes is given by

 
30

20

30

20
.1

30

1
)()20( fdxdxxfXP

                                           
3

1
)2030(

30

1


5.11 Summary:

In this lesson we have discussed an important continuous distribution namely

Uniform distribution. Various forms of the distribution are presented and useful

properties of uniform distribution have been proved, its relation with some other

distributions has also been discussed. Illustrations are given through examples.

5.12 Self Assignment:

(1) A random variable X has a uniform distribution over (-3, 3),find

(i) P(X = 2) ,P( X< 2), P( |X| < 2) and P( |X-2| < 2)

(ii) find k for which P( X >k) = 

(2) Suppose X is uniformly distributed over ( Determine

such that

(i)
3

1
)1( XP

(ii) and 3.0)
2

1
( XP

(iii) )1|(|)1|(|  XPXP
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(3) Two variates x and y are independently and uniformly distributed in the interval (0,6)

and (0,9) respectively. Find the probability that the equation x2 –  ax + b = 0 has two real roots.

5.13 Further Reading:

1. Continuous Univariate Distributions,N.K.Johnson and s. Kotz

2. Introduction to the Theory of Statistics: A M Mood ,F A Graybill and D C Boes

3. Fundamentals of Mathematical Statistics : S C Gupta and V K Kapoor

4. New Mathematical Statistics : Bansi Lal and Sanjay Arora

5. Introduction to Probability Models : Sheldon M Ross

**********
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UNIT-II                                                           LESSON-6

NORMAL DISTRIBUTION AND ITS APPLICATIONS

ST R U C T U R E

6.1 Objectives

6.2 Introduction

6.3 Definition and P.D.F.

6.4 Important results on the distribution function of (.) SNV

6.5 Normal Distribution as a Limiting form of Binomial Distribution

6.6 Theorem

6.7 Illustrations

6.8 Summary

6.9 Self Assessment

6.10 Further Readings

6.1 OBJECTIVES

1. To introduce the students the concept of normal distribution.

2. To acquaint students with the importance of normal distribution.

3. To tell students how to use normal distribution with the help of examples.

6.2 INTRODUCTION:

Normal distribution was first discovered in 1733 by English mathematician De-

Moivre, who obtained this continuous distribution as a limiting case of the binomial

distribution and applied it to problems arising in the game of chance. It
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Laplace, no later than 1774 but through a historical error it was credited to Gauss, who

first made reference to it in the beginning of 19th century (1809), as the distribution of

errors in Astronomy. The normal model has, nevertheless, become the most important

probability model in statistical analysis.

6.3 Definition and P.d.f :

A random variable X is said to have a normal distribution with parameters μ

(called “mean”) and 2σ (called “variance”) if its density function is given by the probability

law :

f (x,  , ) =    1      -  1  
x- 2

 -  <x < 


e 2  
-  <  <   

Remarks. 1. A random variable X with mean μ  and variance 2σ   and following the

normal law () is expressed by X ~ N( μ ,
2σ ). Here μ  and 2σ  are two parameters, μ  is

known as location parameter and 2σ  as scale parameters.

2. If X ~ N(μ ,
2σ ), then 

σ

μX
Z


  , is a standard normal variate with E(Z) = 0 and

Var (Z) = 1 and we write Z ~ N (0, 1)

3. The p.d.f. of standard normal variate Z is given by




zez z

z

,
2

1
)(

2




and the corresponding distribution function, denoted by )(z  is given by

                             



 (u)duz)P(ZΦ(z) 

                                             




z u

due 2

2

2

1



6.4 Important results on the distribution function (.)  of SNV::

Result 1. )(1)( zz 

Proof. )(1)( zz 
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z)P(Zz)P(Zz)Φ(            (By symmetry)

                                     z)P(Z1 

Φ(z)1

Result 2.   






 








 


σ

μa
Φ

σ

μb
Φb)XP(a , where X ~ N( μ ,

2σ )

Proof.    






 








 





σ

μX
Z       ;

σ

μb

σ

μa
Pb)XP(a

                                   






 








 


σ

μa
ZP

σ

μb
ZP

                                   






 








 


σ

μa

σ

μb

6.5  Normal Distribution as a Limiting form of Binomial Distribution:

Normal distribution is another limiting form of thr binomial distribution under the following

conditions:

(i)   n, the number of trials is indefinitely large, i.e., N  and

(ii)  neither p nor q is very small.

The probability function of the binomial distribution with parameters n and p is

given by

n2,...., 1, 0,;qp
x)!(nx!

n!
qp

x

n
P(x) xnxxnx 











 

…(18.5.1)

Let us now consider the standard binomial variate :

                 n2,......, 1, 0,X;
npq

npX

V(X)

E(X)X
Z 





 …(18.5.2)

When                    q
np

npq

np
Z0,X 



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And when               q
np

npq

npn
Zn,X 




Thus in the limit as n , Z takes the values from   to  . Hence the

distribution of X will be a continuous distribution over the range    to  .

  We want the limiting form of (18.5.1) under the above two conditions. Using Stirling’s

approximation to r! for large r, viz.,

            
,re2πr!lim 2

1rr

r


 

We have in the limit as n  and consequently   ,

        

 

 



















2
1

2
1

2
1

xnx)(nxx

xnxnn

x)(ns2πxs2π

qpns2π
limlimp(x)

                        



















2
1

2
1

2
1

2
1

xnx

xnx

x)(n(n)

(nq)(np)
,

npq

1

2π

1
lim

                        































2
1

2
1 xnx

xn

nq

x

np
 .

npq

1

2π

1
lim   …(18.5.3)

From (18.5.2), we have

                       npqZnpX  (np)
q

Z1
np

x


Also

           npqZnpnpqZnpnXn 

            dx
npq

1
dz Also .

(np)
q

Z1
nq

x-n


Hence the probability differential of the distribution of Z, in the limit is given from (18.5.3)

by
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d G(z)= g(z)= dz
N

1
x

2π

1
limn 





           ……… ….(18.5.4)

where 

2
1

2
1 xnx

nq

x-n

np

x
N





















 
nq

x)(n
log 

2

1
xn

np
xlog 

2

1
xN log








 












 






















 
np

q
z1log 

2

1
npqznp






















 
np

p
z1log 

2

1
npqznp






















 
np

q
z1log 

2

1
npqznp  






























 ...

np
q

z
3

1

np
q

z
2

1

np
q

z
2

3

32

 
2

1
npqznq 







 





























 ...

nq
p

z
3

1

nq
p

z
2

1

np
p

z-
2

3

32

np
q

z
2

1

np

q
z

2

1
qz

np

q
z

3

1
qz

2

1
npqz

2
3

2
3

3332   ...)z
4

1 2

np

q

...
nq

p
z

4

1

nq
p

z
2

1

nq

p
z

2

1
pz

nq

p
z

3

1
pz

2

1
npqz( 23232

2
3

2
3



i.e.,

 





















 
2
1

n0
q

p

q

p

n2

z
q)(pzq)(pz

2

1
logN 22

              
n as

2

z
n o

2

z 2

2
1
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2

z
logNlim

2

n   2

z

n

2

eNlim  

Substituting in (18.5.4), we get

dG(z)= g(z)dz  z dz,e
2π

1
2

-z2

………….(18.5.4 a)

Hence the probability function of Z is

 z ,e
2π

1
g(z) 2

-z2

………….(18.5.4 b)

This is the probability density function of the normal distribution with mean 0 and unit

variance.

       If X is a normal variate with mean μ  and s.d. σ  then 
σ

μ-x
 Z   is a standard normal

variate. Jacobian of transformation is σ
1 . Hence substituting in

(18.5.4 b), the p.d.f. of a normal variate X with E(X)=μ  and Var(X)= 2σ  is given by

othewise                                                 0,

0σ,μ;2σ
μ)(x

exp[
2πσ

1

(X)f 22

2

x 




6.6 Theorem: Show that for a normal distribution quartile deviation ,mean deviation

and standard deviation are approximately 10:12:15

Proof:  Let XN ( 2σμ, ). If 
1Q  and 3Q  are the first and the third quartiles,the by definition

P(X<
1Q )=0.25 and P(X > 3Q )=0.25

The points 
1Q  and are 3Q  located as shown in the fig.below..
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.

       0.25 0.25

            0.25    0.25

1Q  X  μ  X  3Q  X 

1zZ  0Z  1zZ 

When X= (say)z
σ

μQ
Z,Q 1

3
3 




And when 1
1

1 z
σ

μQ
Z,QX 


  (by symmetry of normal curve)

Subtracting, we have

                   1
13 2z

σ

QQ



, so that quartile deviation is given by

Q.D. =  1
13 σz

2

QQ




From the fig. we have

0.67z0.25)zZP(0 11   [from normal table]

σ
3

2
0.67σσzQ.D. 1 

For normal distribution mean deviation about mean is given by

σ
5

4

π
2σM.D. 

Hence Q.D.:M.D.:S.D. :: 15:12:10::1:
5

4
:

3

2
::σ:σ

5

4
:σ

3

2
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6.7  Illustrations:

(1) In a normal  population with mean 15 and standard deviation 3.5, It is known that

647 observations exceed 16.25. What is the total no. of observations in the population.

Sol: Let n be the total no. of observation in the population and X be the random

variable which represents the characteristics studied of the population then

XN(15, (3.5)2)

 0.5                0.3794   0.1406

μx  25.61x 

z = 0 z = 0.357

It is given that

            n.p (X > 16.25) = 647

647
3.5

1516.25

3.5

15x
 n.P 







 





647.357)(Z n.P  , where Z is a standard normal variate.

647.357)]ZP(0 - [0.5n 

1800
0.3594

647
n  647).1406 - (0.5n 

(2) Assume the mean height of the soldiers to be 68.22 inches with a variance of

10.8(inch)2. How many soldiers in a regiment of 1000 would you expect to be over 6 feet

tall?( Given that the area under the standard normal curve between Z=0 and Z=0.35 is

0.1368 and between Z=0 and Z=1.15 is 0.3746)
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Sol: Let X be a random variable denoting the height of soldiers.

then XN (68.22, 10.8)

 0.5                    0.1254 0.3746

 

 

let p be the probability that a soldier is over 6 feet tall i.e.,








 





3.29

68.2272

10.8

68.22x
P72)P(Xp

1.15)Z(00.51.15)P(Zp 

= 0.5 – 0.3746 = 0.2154

Now the number of soldiers in a regiment of 1000 who are over 6 feet tall =1000

x p  125.

(3) For a certain normal distribution the first moment about 10 is 40 and fourth moment

about 50 is 48. Find the mean and standard deviation of the distribution.

Sol: We know that if 
1μ  is the first moment about the point X=A then arithmetic mean

is given by :

Mean = A +
1μ .

We are given that 
1μ (about the point X=10) = 40

504010 Mean 

 



69

Also we are given 
4μ (about the point X = 50) = 48 i.e., 

4μ  = 48

But for a normal distribution with standard deviation ‘σ ’

2σ483σ3σμ 44

4 

(4) In a distribution exactly normal, 7% of the items under 35 and 89% are under 63.

Find the mean and standard deviation of the distribution.

Sol: Let X be a normal variate with mean μ  and variance 2σ  then we are given that

P(X<63) = 0.89 0.07

0.0735)P(X and 0.1163)P(X 

when X=35, Z= 1z
σ

μ35



, (say),

and when X=63, Z= 2z
σ

μ63



, (say),

          0.07        0.43                   0.39      0.11

X = 35 X = μ X = 63

Z= – z
1

Z = 0 Z = z
2

Thus we have ,

P(0<Z<z
2
) = 0.39 and P(0<Z<z

1
) = 0.43

Hence from the normal tables, we have

z
2
 = 1.23 and z

1
 = 1.48
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1.48
σ

μ35
 and 1.23

σ

μ63








Subtracting we get

                      10.33
2.71

28
σ2.71

σ

28


 50.315.33510.33 x 1.4835μ 

(5) If the skulls are classified as A, B and C according as the length-breadth index is

under 75 between 75 and 80 or over 80. Find approximately (assuming that the distribution

is normal ). The mean and standard deviation of the series in which A are 58%. B are 38%

and C are 4%. Given that if

,
2

1
)(

0

2

2

dxetf

t x















then F(0.20) = 0.08 and f(1.75) = 0.46

Sol: Let the length-breadth index be denoted by the variable X , then we are given:

P(X < 75)  = 0.58 and P(X >80) = 0.04 …………(1)

Since P(X < 75) represents the total area to the left of the ordinate at point X=75 and

P(X>80) represents the total area to the right of the ordinate at point X=80. It is obvious

that the points X=75 and X=80 are located at the positions shown in the figure below:

0.5                  0.08

X = μ X = 75 X = 80

Z = 0 Z = z
2
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Now  dxe
2π

1
f(t)

t

0

2

2
x












  represents the area under standard normal curve

between the ordinates Z=0 and Z=t, Z  being a N(0, 1) variate.

Hence t)ZP(0 dx e
2π

1
f(t)

t

0

2

2
x

 










 f(0.20) = P(0 < Z < 0.20) = 0.08 ……..(2)

and f(1.75) = P(0 < Z < 1.75) = 0.46

Let μ  and σ  be the mean and standard deviation of the distribution then XN )σ μ,( 2

When X=75,       1z
σ

μ-75
  Z   (say),

When X=80,       2z
σ

μ-80
  Z   (say),

From the figure it is obvious  that

0.08)zZP(00.5875)P(X 1 

Using (2) we have 20.0
σ

μ-75
  z1  …………….(3)

Also 0.46)zZP(00.0480)P(X 2 

From (2) we get 75.1
σ

μ-80
  z2  ……………….(4)

Solving (3) and (4) we get 3.2  σ and 74.4 μ 

6.8 Summary:

In this section we have discussed the most important distribution viz. normal

distribution which finds applications in almost every field of life as well as in every subject

of study like Sociology, Economics, Medicine, Biology, Psychology etc.Normal distribution

is derived as  a limiting case of Binomial distribution. The application of normal distribution

in various problems has been explained through examples.
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6.9 Self Assessments:

1) Of a large group of men, 5% are under 60 inches in height and 40% are between

60 and 65 inches. Assuming the normal distribution find the mean height and

standard deviation.

2) The marks obtained by a number of students for a certain subject are assumed to

be normally distributed with mean 65 and standard deviation 5. If three students

are taken at random from this set what is the probability that exactly two of them

will have marks over 70.

3) In a normal distribution, 31% of the items are under 45 and 8% are over 64. Find

the mean and variance of the distribution. Given that the area between mean

ordinates at any  distance from mean,

                        1.405       0.496:
σ

μ-x
  Z 

                         Area         : 0.19       0.42

6.10 Further Readings:

1. Continuous Univariate Distributions,N.K.Johnson and s. Kotz

2. Introduction to the Theory of Statistics: A M Mood ,F A Graybill and D C Boes

3. Fundamentals of Mathematical Statistics : S C Gupta and V K Kapoor

4. New Mathematical Statistics : Bansi Lal and Sanjay Arora

5. Introduction to Probability Models : Sheldon M Ross

**********
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7.5 Variance of Normal Distribution

7.6 Mode of Normal Distribution
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7.8 M.G.F. of Normal Distribution

7.9 M.G.F. of Standard Normal Variate
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7.11 Moments of Normal Distribution

7.12 Mean Deviation about mean

7.13 Area Property (Normal Probability Integral)
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7.15 Summary

7.16 Self Assessments

7.17 Further Readings
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7.1 OBJECTIVES:

The main objectives are

1. To introduce normal distribution and its important features

2. To study its important properties

3. To discuss importance of normal distribution

7.2    INTRODUCTION

Normal distribution is the most important continuous distribution in the theory of Statistics

due to a wide range of applications. Almost all the phenomenon occurring in the real world

scenario can be studied with the help of normal distribution. Almost all the distributions

occurring in practice can be approximated by normal distribution.

7.3    NORMAL DISTRIBUTION & ITS CHARACTERISTICS:

Definition: A r.v. X is said to have a normal distribution with parameters  ,(called ‘mean’)

and 2  (called ‘variance’) if its p.d.f. is given by the probability law




















 


2

σ

μx

2

1
pxe

2πσ

1
σ)μ,f(x, 0σ,μ,x 

Here  and 2 are called its parameters and we write it as  XN )σ μ,( 2

Standard Normal Variate. If XN )σ μ,( 2
, then Z = 

σ

μX 
 is a standard normal

variate with E(Z) =0 and Var (Z) = 1 and we write Z ~ N (0,1),

Proof: If XN )σ μ,( 2
, and  Z = 

σ

μX 
 then

E(Z) = 




 
σ

μX
E   0σxE

σ

1
  and

Var(Z)=   1.σ
σ

1
σxV

σ

1

σ

μ-x
VVar(Z) 2

22






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The p.d.f of standard normal variate Z is given by

;z
2

1
exp

2π

1
(z) 2







  z

Chief Characteristics of the Normal Distribution and Normal Probability Curve:

The p.d.f of normal distribution with mean μ  and standard deviation σ is given by the

equation:




















 


2

2

1
exp

2

1
),,(







x
xf -  <x< , -  <   

and has the following properties

7.4 THE CURVE IS BELL-SHAPED AND SYMMETRICAL ABOUT THE

LINE X =  .

(ii) Mean, median and mode of the distribution coincide.

(iii) As x increases numerically, f(x) decreases rapidly, the maximum probability

occurring   at the point x =    and is given by: [p (x)]
max

 = 
 2

1

(iv) 1 =0and 2 =3.

(v) 12 r =0,(r=0,1,2,…),  i.e. odd order moments vanish

(vi) Since f (x) being the probability, can never be negative, no portion of the curve lies

below the x-axis.

(vii) Linear combination of independent normal variates is also a normal variate.

(viii)
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7.5 MEAN OF NORMAL DISTRIBUTION:

If X~ N (  , 2 ), we have

E[X] = Mean= 



dxxxf )( = 




















 





dx

x
x

2

2

1
exp

2

1




 ……..(19.4.1)

Put Z = 

x

 so that dzdx     and zx     we get

Mean= 











dzzz 


2

2

1
exp)(

2

1
= 












dzzz

2

2

1
exp)(

2

1



























dzzzdzz
2

0

2

2

1
exp

22

1
exp

2

2







= 










0

2

2

1
exp

2

2
dzz




+0 …………(19.4.2)

Since the integrand 






 2

2

1
exp zz is an odd function of z

Now in 










0

2

2

1
exp dzz , if we put

dU
U

dzandUzU
z

2

1
2

2

2



We get 










0

2

2

1
exp dzz = 




0 2U

dU
e U

= 
 



0

1
2

1

2

1
dUUe U

                                      = 
2

1

2

1

2

1
 =

2



Substituting in (19.4.2) we get

Mean=


2

2

2


= Hence mean is 
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7.5 VARIANCE  OF NORMAL DISTRIBUTION:

If X~ N (  , 2 ), we have

2 =  



dxxfx )()( 2 =  












 


dxex

x
2

2

1

2)(
2

1 





……..(19.5.1)

Put Z = 

x

 so that dzdx     and zx     in (19.5.1)  we get

 






dzez

z




2

2

1

2)(
2

1
=

 






dzez

z 2

2

1

2
2

2


……….(19.5.2)

put dU
U

dzandUzU
z

2

1
2

2

2
2

 in (19.5.2) we get

Variance= 






U

dU
Ue U

2
2

2

2




= 




 dUUe U 2

12




= 




0

2

12
2

dUUe U




= 
 



0

1
2

32
2

dUUe U




= 1
2

12

2

32 22








=
2

2

2

12







Hence Variance  of Normal Distribution 2
7.6    MODE OF NORMAL DISTRIBUTION:

 Mode is the value of x for which f(x) is maximum, i.e., mode is the solution of
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For normal distribution with mean with mean   and standard deviation ,




















 


2

2

1
exp

2

1
)(





x

xf     so that

log
2

2
)(

2

1
)( 


 xcxf

where c = log (
 2

1
), is a constant. Differentiating w.r. to x, we get

)(.
)(

1 ' xf
xf

)(
2

1
2




x

 )(' xf )(
2

1
2




x )(xf

 )()()(.1
1

)( '

2

" xfxxfxf 


  =








 


2

2

2

)(
1

)(





xxf

………(19.6.1)

0)(' xf   xx 0

At x

   )(" xf       =          xxf )(
1

2
0

2

1
.

1
2




Hence x =   is the mode of the normal distribution.

7.7 MEDIAN OF NORMAL DISTRIBUTION:

If M is the median of the normal distribution, we have

2

1

2

1

2

1
)(

2
2

2)(

 












 


dxedxxf

M

x

M 




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 









 













 

dxedxe
M

xx






 





2
2

2)(

2
2

2)(

2

1

2

1

2

1

But 
2

1

2

1

2

1 0 2

2
22

2)(











 













 

dzedxe
z

x



 



So we  have

                       
2

1
 











 

dxe
M

x









22

2)(

2

1

2

1

 










 

dxe
M

x









22

2)(

2

1
0, i.e.,  M

Hence, for the normal distribution, Mean = Median.

7.8 M.G.F. OF NORMAL DISTRIBUTION:

If X~ N (  , 2 ), then by definition m.g.f is given by

 



dxxfetM tx

X )()( dxee

x

tx








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





 
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2)(

2

1 





=    dzezt
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 



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









2

2

exp
2

1




{ By substituting Z = 

x

 so that dzdx     and zx    }
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= te   dzztz






 
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Hence     )(tM X

2

2

2
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e


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7.9 M.G.F. OF STANDARD NORMAL VARIATE:

If X~ N (  , 2 ), then standard normal variate

given by Z = 
σ

μx 

  



















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2

2

.)(












 tt
t

t
X

t

z eeMetM

= 2

2t

e

Alternatively ,since if Z is a standard normal variate then     Z ~ )1,0(N .Hence taking

10 2   and in the m.g.f  )(tM X    of random variable X we get m.g.f of a

standard normal variate.

7.10 LINEAR COMBINATION OF INDEPENDENT NORMAL VARIATES :

Let X i  (i = 1,2, 3, ..., n) be n independent normal variates with mean   and

variance 2 respectively. Then
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M
iX (t) = 
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The m.g.f. of their linear combination  


n

i
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1
,where a

1
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2
, ..., a

n
 are constant is given by
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which is the m.g.f of a normal variate with mean 


n

i
iia

1

  and variance 


n

i
iia

1

22 .

Hence by uniqueness theorem of m.g.f,





Thus we see that the sum as well as the difference of two independent normal

variates is also a normal variate.



82

          

i.e., the sum of independent normal variates is also a normal variate, which establishes the

additive property of the normal distribution.

7.11 MOMENTS OF NORMAL DISTRIBUTION:

Odd order moments about mean are given by

Hence odd order moments of N.D vanish

Even order moments about mean are given by:

Changing n to (n — 1), we get
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This gives the recurrence relation for the moments of normal distribution

7.12   MEAN DEVIATION ABOUT MEAN:

Mean deviation about mean of normal distribution is given by

M.D.(about mean) =

 

dxexdxxfx

x
22

2

2

1
)( 














  

                            = ][
2

2

2

z
x

puttingdzez

z







 





                              = dzez

z

2

2

2

2 







  Since the integrand dzez

z

2

2


 is an even function of z .Also in [0,  ], z  = z, so we

have  M.D.(about mean) =

]
2

[
22 2

00

2

2

t
z

puttingdtedzez t

z





 







                            = 

2

  = 
5

4
(approx)

7.13 AREA PROPERTY (NORMAL PROBABILITY INTEGRAL):

 If X~ N (  , 2 ), then the probability that random value of X will lie between X =  .

and X = x
1
 is given by:

Put Z = 

x
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Where 2

2

2

1
)(

z

ez


  , is the probability density function of standard normal variate.

The definite integral 
1

0

)(
z

z is known as normal probability integral and gives the area

under standard normal variate between the ordinates Z=0. and Z = 1z

In particular

               






1

1

)(11)( dzzZPdxxfXP 




6826.3413.02)(2
1

0

 dzz

Similarly

    






2

2

2

2

)(22)(22 dzzZPdxxfXP 




9544.04772.02)(2
2

0

 dzz

and

    






3

3

3

3

)(33)(33 dzzZPdxxfXP 




9973.049865.02)(2
3

0

 dzz

7 .14  IMPORTANCE OF NORMAL DISTRIBUTION:

Normal distribution plays a very important role in statistical theory because of the

following reasons
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(i) Most of the distributions occurring in practice, e.g., Binomial, Poisson, Hyper

geometric distributions, etc., can be approximated by normal distribution .

Moreover, many of the sampling distributions, e.g., Student’s t, Snedecor’s F, Chi-square

distributions, etc., tend to normality for large samples.

(ii) Even if a variable is not normally distributed, it can sometimes be brought to normal

form by simple transformation of variable.

(iii) The entire theory of small sample tests, viz., t, F, 2  tests, etc., is based on the

fundamental assumption that the parent populations from which the samples have

been drawn follow normal distribution.

(iv) Many of the distributions of sample statistics (e.g., the distributions of sample

mean, sample variance, etc.) tend to normality for large samples and as such they

can best be studied with the help of the normal curves.

(vi) Normal distribution finds large applications in Statistical Quality Control in industry

for setting control limits.

(v)

 This property of the normal distribution

forms the basis of entire Large Sample.

7.15  SUMMARY:

In previous lesson normal distribution was introduced .In this lesson we studied

some important features of normal distribution like its mean, variance, median, m.g.f.,

recurrence relation for moments, linear combination of normal variates and area property

which is the basis for  the application of normal distribution.

7.16  SELF ASSESSMENTS:

1) Find mean deviation about mean of SNV.

2) If 21 XandX  are SNV find the distribution of  21 XX   and 21 XX  .
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7.17    FURTHER READINGS:

1. Fundamentals of Mathematical Statistics : S C Gupta and V K Kapoor

2. New Mathematical Statistics : Bansi Lal and Sanjay Arora

3. An Introduction to Theory of Probability and Mathematical Statistics : V  K Rohatgi

4. Continuous Univariate Distributions,N.K.Johnson and s. Kotz

5. Introduction to Mathematical Statistics R. V. Hogg and A. T. Craig.

*****************
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8.15 Further Readings
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8.1 OBJECTIVES:

The main objectives of this lesson are:

1. To introduce students to the concept of gamma distribution

2. To discuss some important features and properties of gamma distribution

8.2 INTRODUCTION:

In probability theory and statistics, the gamma distribution is a two-parameter

family of continuous probability distributions. It has a scale parameter a and shape

parameter  . If   is an integer, then the distribution represents an Erlang distribution.

The gamma distribution is frequently a probability model for waiting times; for instance,

in life testing, the waiting time until death is a random variable that is frequently modeled

with a gamma distribution.

8.3 GAMMA DISTRIBUTION

Definition: A random variable X is said to have  gamma distribution with parameter

0 , if its p.d.f. is given by :













otherwise

x
xe

xf

x

,0

0,0;
)(

1






Remark :

A continuous random variable X have gamma distribution with two parameters

a  and  if its p.d.f. is













otherwise

xa
xea

xf

ax

,0

0,0,0;
)(

1






8.4 M.G.F. OF GAMMA DISTRIBUTION :

By definition of M.G.F., we have

 
 


0

1λx
tx

0

txtx

X
λ

xe
ef(x)dxe)E(e(t)M
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













0

1)1(

0

1 11
dxxedxxee xtxtx 



1,
)1(

1








 t

t 




 )1()( ttM x

8.5  CONSTANTS OF GAMMA DISTRIBUTION :





0

r'

r dx f(x)eE(x)μ





 

0

1

dx
xe

x
x

r



















0

1

0

1 11
dxexdxxex xrxr 



)(
1







 r ……(1)

Put  ,...2,1r   we have





 



)1('

1

)1(
)2('

2 


 





)2)(1(
)3('

3 


 





)3)(2)(1(
)4('

4 


 





  222'
1

'
22 )(
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Thus for one parametric gamma distribution mean and variance are same.

Similarly  23  , 2
4 36  

Hence 






44

3

2

3
2

2
3

1   and 



6

3
2
2

4
2  .

8.6  TWO PARAMETER GAMMA DISTRIBUTION:

If X is two parametric gamma variate then its p.d.f. is given by













otherwise

xa
xea

axf

ax

,0

0,0,0;
),,(

1






Here   is the shape parameter and a  is the scale parameter of gamma distribu-

tion.

The cumulative distribution function of gamma varite is given by

 






  a

xx

duaufaxF
,

),,(),,(
0

Where  a
x,  ix lower incomplete gamma function.

8.7 MOMENTS OF TWO PARAMETER GAMMA DISTRIBUTION:

Then rth moment about origin '
r   is given by

'
r = 



0

)()( dxxfxXE rr

= 


0

rx  






 1xea ax

dx    = dxex
a axr 





 0

1




= 





a  







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r
 = 

 
ra

r








Mean '
1 = 

 
a




 1
= 
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






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'
2 = 

   
222
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









 






Var(X)  = '
2    '

1 2   = 2

)1(

a


22

2

aa




Obviously,    Variance > Mean if  a < 1

                      Variance = Mean if a = 1

                      Variance  < Mean if a > 1

8.8 MODE OF GAMMA DISTRIBUTION:

For a continuous distribution with p.d.f.  f(x) the mode is the value of the variate

obtained by putting 0)(' xf  provided 0)('' xf  at the solution obtained by

0)(' xf .

Since 







 1

)(
xea

xf
ax

Now, 0)(' xf

  0)1(
)(

12 


  





xaeex
a axax

  012   axex ax 

a
x

1



.

It can easily be seen that at 
a

x
1




, 0)('' xf . Hence mode of the gamma

distribution is 
a

1
.
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8.9 LIMITING FORM OF GAMMA DISTRIBUTION:

Let X be gamma variate with parameter , then

)(XE

 And )(XVar

The standard gamma variate is given by








X

XVar

XEX
Z

)(

)(

Consider the M.G.F. of the variable Z , we have

)()()(
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
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tZ eEeeEM
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
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




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
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


t
Me x
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












 

t
e

t

1

Taking log both sides we have

)(log tM Z 















  ...
2

1log
2








 tt

t
tt

),(0
2

2
12 

 
t

tt

Where )(0 2
1

  are the terms containing 2
1

  and higher powers of   in the

denominator.

Therefore

 
2

)(loglim
2t

tM z 

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2

2

)(lim

t

z etM 


, which is the m.g.f. of a standard normal variate. Hence by

uniqueness theorem of m.g.f., as  , standard gamma variate tends to standard

normal variate. Hence Gamma distribution tends to Normal distribution for larger .

8.10 ADDI T I V E PROPERTY OF GA M M A DI STRI BUT I ON :

If nXXX ,...,, 21  are independent gamma variates with parameters

n ,...,, 21  respectively then 


n

i
iX

1
 is also a Gamma variate with parameter 



n

i
i

1

 .

Proof:

Since iX  is gamma variate with parameter i ; ni ,...2,1

Therefore,    ttM
iX 1)(

Now Consider

  )()...()()(
21

)...21(
tMtMtMeEtM

nXXX
nXXXt

iX  
 , since sX i '

are independent

      nttt
   1....11 21 =   




n

i
it 11

 , which is the m.g.f. of

gamma distribution with parameter


n

i
i

1

 . Hence by uniqueness theorem of m.g.f., 


n

i
iX

1

is also a Gamma variate with parameter 


n

i
i

1

 .

8.11 APPLICATION OF GAMMA DISTRIBUTION

The gamma distribution has been used to model the size of insurance claims and

rainfalls. This means aggregate insurance claims and the amount of rainfall accumulated

in a reservoir are modeled by a gamma process. The gamma distribution is also used

to model errors in multi-level Poisson regression models, because the combination of

the Poisson distribution and a gamma distribution is a negative binomial distribution. It
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can be used for Internet traffic modeling.

1. The gamma is a flexible life distribution model that may offer a good fit to some

sets of failure data. It is not, however, widely used as a life distribution model

for common failure mechanisms.

2. The gamma does arise naturally as the time-to-first fail distribution for a system

with standby exponentially distributed backups. If there are n-1 standby backup

units and the system and all backups have exponential lifetimes with param-

eter  , then the total lifetime has a gamma distribution .

3. A common use of the gamma model occurs in Bayesian reliability applications.

When a system follows an HPP (exponential) model with a constant repair

rate  , and it is desired to make use of prior information about possible values

of  , a gamma Bayesian prior for   is a convenient and popular choice. 

8.12 ILLUSTRATIONS:

(1) Consumer demand for milk in a certain locality, per month, is known to be a gamma

variate. If the average demand is ‘ ’ liters and the most likely demand is ‘ ’ liters

( < ), what is the variance of the demand ?

Sol:  If X~gam  a; , then E(X)=
a
  , Var(X)= 2

a


 and Mode= 

a
1

Hence 
a
    and  

a
1 

Solving these relations we get,











  
  11 1

Also 





1
a

But    Var(X) = 2
a


 = 


 .      2

(2)  If ),(~ 2NX , obtain the p.d.f of 

2

2

1






 



X

U

Sol:  Since ),(~ 2NX

)1,0(~ N
x

Z



  with p.d.f
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





 zzzf :

2

1
exp

2

1
)(

2


.

Thus, the distribution function )(G  of 

2

2

1






 



X

U is given by 



















 
 u

X
PuUPuG

2

2

1
){)(




   uZuPuZP 2222 

       uFuFuZPuZP 2222 

Where )(F  is the c.d.f. of standard normal variate Z

Differentiating w.r.t. u , the p.d.f. )(g  of U  is given byn :

)2()2()2()2()( u
du

d
ufu

du

d
ufug 

 )2()2(
2

1
ufuf

u


)2(2
2

1
uf

u
     , since )(uf  is even function.







  u

u
2

2

1
exp

2

12



0;
)21(

1 1)21( 


  uue u

, which is the p.d.f of gamma distribution with parameter 
2

1
.

8.13  SUMMARY:

In this lesson we introduced students to one and two parameter gamma

distribution. Important characteristics like mean, variance, mode ,mgf, limiting distribution,
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additive property etc. have been discussed at length. Application of gamma distribution

in variety of problems is also illustrated.

8.14  SELF ASSESSMENT:

(1)  Let X and Y have the joint p.d.f.













otherwise

yx
yxe

yxf

yx

,0

0,0;
54),(

43)(

Find (i) p.d.f of )()()()( UVariiiUEii
YX

X
U




(2) A random sample of size n is drawn from a population whose p.d.f is

 0,0,)(     xexf x

          If X  is the mean of the sample ,show that isXn  a gamma variate and

prove that 
n

XESandXE


1
)(.

1
)( 

8.15 FURTHER READINGS:

1. Fundamentals of Mathematical Statistics : S C Gupta and V K Kapoor

2. New Mathematical Statistics : Bansi Lal and Sanjay Arora

3. Continuous Univariate Distributions,N.K.Johnson and s. Kotz.

4. Introduction to the Theory of Statistics: A M Mood ,F A Graybill and D C Boes

-------------
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9.5 Harmonic mean of Beta distribution of first kind

9.6 Beta distribution of second kind

9.7 Constants of Beta distribution of second kind

9.8 Harmonic mean of Beta distribution of second kind

9.9 Illustrations

9.10 Summary

9.11 Self Assessments

9.12 Further Readings

9.1 OBJECTIVES:

The objectives of this chapter are

1. To introduce students to beta distributions

2. To discuss important properties of beta distributions

9.2 INTRODUCTION:

In probability theory and Statistics, the beta distribution of firs kind  is a  con-

tinuous probability distributions defined on the interval (0, 1) parameterized by two
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positive shape parameters, typically denoted by m and n. The domain of the beta

distribution can be viewed as a probability, and in fact the beta distribution is often used

to describe the distribution of an unknown probability value — typically, as the prior

distribution over a probability parameter, such as the probability of success in a binomial

distribution  or Bernoulli distribution. In fact, the beta distribution is the conjugate prior

of the binomial distribution and Bernoulli distribution.

9.3 BETA DISTRIBUTION OF FIRST KIND:

Definition: A random variable X is said to have a beta distribution of first kind with

parameters m and n 0)n0,(m   if its p.d.f. is given by :







 




otherwise0,

1x0,0n)(m,;x)(1x
n)β(m,

1

f(x)

1n1m

Where ),( nm  is the beta function.

Remark : If we take 1n1,m  , we have

1x1;0
β(1,1)

1
f(x)  ,

which is the p.d.f of uniform distribution on  0,1

9.4 CONSTANTS OF BETA DISTRIBUTION OF FIRST KIND :


1

0

rr'

r dx f(x)x)E(xμ


 


1

0

1n1m
r dx

n)β(m,

x)(1x
x

  
1

0

1n1mr dxx)(1xx
n)β(m,

1
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  
1

0

1n1mr dxx)(1x
n)β(m,

1

n)r,β(m
n)β(m,

1


n)rΓ(m

nr)ΓΓ(m

Γ(m)Γ(n)

n)Γ(m








)(

n)rΓ(m)Γ(m

rmn)ΓΓ(m






)(

In particular,

Mean 
Γ(m)

n)Γ(m

1)nΓ(m

1)Γ(m
μ '

1









              
nm

m

mnmnm

nmmm








)()()(

)()(

Γ(m)

n)Γ(m

2)nΓ(m

2)Γ(m
μ '

2









)1)((

)1(

)()())(1(

)()()1(










nmnm

mm

mnmnmnm

nmmmm

Similarly

2)n1)(mnn)(m(m

2)1)(mm(m
μ '

3 




3)n2)(mn1)(mnn)(m(m

3)2)(m1)(mm(m
μ '

4 




Hence

2

2
2'

1

'

22
n)(m

m

1)nn)(m(m

1)m(m
)(μμμ








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 1)nm(m1)n)(m(m
1)n(mn)(m

m
2






1)n(mn)(m

mn
2 

 .

Similarly, we have

2)n1)(mn(mn)(m

m)2mn(n
)2(μμ3μμμ

2

3'

1

'

1

'

2

'

33 




4'

1

2'

1

'

2

'

1

'

3

'

44 )3(μ)(μ6μμ4μμμ 

3)n2)(mn1)(mn(mn)(m

}n)2(m6)n3mn{mn(m
2

2






2

2

3

2

2

3
1

2)nmn(m

1)n(mm)4(n

μ

μ
β






3)n2)(mnmn(m

n)2(m6)n1)mn(mn3(m

μ

μ
β

2

2

2

4
2 




9.5 HARMONIC MEAN OF BETA DISTRIBUTION OF FIRST KIND:


H

1 






1

0

)(
1

x

1
dxxf

x
E 

 


1

0

1n1m

dx
n)β(m,

x)(1x

x

1

  
1

0

1n1m dxx)(1x
x

1

n)β(m,

1

  
1

0

1n2m dxx)(1x
n)β(m,

1

n)1,β(m
n)β(m,

1




101

)1(

)()1(

)()(

)(









nm

nm

nm

nm

)1(

)()1(

)()(

)(









nm

nm

nm

nm

1

1

)1()1()1(

)1()1()1(









m

nm

nmmm

mnmnm

9.6 BETA DISTRIBUTION OF SECOND KIND :

Definition: A random variable X is said to have a beta distribution of second

kind with parameters m and n )0,0(  nm  if its p.d.f. is given by :










 



otherwise0,

x0,0n)(m,;
x)(1

x

n)β(m,

1

f(x) nm

1m

Remark :

Beta distribution of second kind is transformed to beta distribution of first kind

by the transformation:

x1

1
y

y

1
x1


                                              (21.6.1)

Thus, if n)(m,β~X 2
 then Y   as defined  in (21.6.1) is a n)(m,β1

.

9.7  CONSTANTS OF BETA DISTRIBUTION OF SECOND KIND :





0

rr'

r f(x)dxx)E(xμ











0

nm

1m
r dx

x)(1

x

n)β(m,

1
x











0

nm

1m
r dx

x)(1

x
x

n)β(m,

1
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









0

nm

1rm

dx
x)(1

x

n)β(m,

1











0

rnrm

1rm

dx
x)(1

x

n)β(m,

1

r)nr,β(m
n)β(m,

1


)(

)()(

)()(

)(

nm

rnrm

nm

nm










rn
nm

rnrm





 ;
)()(

)()(

In particular

1;
1)1()1)((

)1()(

)()(

)1()1('

1 











 n
n

m

nnm

nmm

nm

nm


)()(

)2()2('

2
nm

nm






)1()1)(2)((

)1()()1(





nnnm

nmmm

2;
)2)(1(

)1(





 n
nn

mm

Hence,

2

2
2'

1

'

22
1)(n

m

2)1)(n(n

1)m(m
)(μμμ









2)(n1)(n

1)nm(m

2)1)(n(n

2)m(n1)1)(m(n

1n

m
2 

















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9.8  HARMONIC MEAN OF BETA DISTRIBUTION OF SECOND KIND :


H

1 











0

f(x)dx
x

1

x

1
E 










0

nm

1m

dx
x)(1

x

n)β(m,

1

x

1











0

nm

1m

dx
x)(1

x

x

1

n)β(m,

1











0

nm

2m

dx
x)(1

x

n)β(m,

1

1)n1,β(m
n)β(m,

1


)(

)1()1(

)()(

)(

nm

nm

nm

nm










)()(

)1()1(

nm

nm






1)()1()1(

)())(1(








m

n

nmm

nnm

9.9 ILLUSTRATIONS :

(1): Let X  and Y  are independent gamma variates with parameters m  and n

respectively, then show that YXU  ,
Y

X
V   are independent and that U  is a

gamma variate with parameter nm   and V  is a Beta variate of second kind with

parameters m  and n .

Sol: Since X  and Y  are independent gamma variates with parameters m  and n

respectively, so the joint p.d.f. is

  y)(x,0:dxdyyxe
Γ(m)Γ(n)

1
y)dF(x, 1n1my)(x
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Let 
y

x
vy,xu 


v1

u
y


  and 














v1

1
1u

v1

uv
x

2v)(1

u

v)(u,

y)(x,
J









Hence the joint p.d.f of  U  and  V is :

dudvJ
v1

u

v1

uv
e

Γ(m)Γ(n)

1
v)dG(u,

1n1m

u




























nm

1m1nmu

v)n)(1β(m,

v

n)Γ(m

ue










 v,0u(v);0dG(u)dG 21

This result shows that U and V  are independent, U being a gamma vitiate with

parameter nm   and V is a Beta variate of second kind with parameters m and n.

(2): Let X and Y are independent gamma variates with parameters m and n respec-

tively, then show that YXU  ,
YX

X
V


  are independent and that U is a gamma

vitiate with parameter nm   and V  is a Beta variate of first kind with parameters m
and n .

Sol: since γ(m)~X and γ(n)~Y . Therefore we have,

  dxxe
Γ(m)

1
(x)dxf 1mx

1

 ;  x0 , 0m 

And dxye
Γ(n)

1
(y)dyf 1ny

2

 ;  y0 , 0n 

Since X and Y are independent, therefore their joint p.d.f is given by:

  y)(x,0:dxdyyxe
Γ(m)Γ(n)

1
y)dF(x, 1n1my)(x
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Let 
yx

x
vy,xu




uvx   and v)u(1y 

Therefore the jacobian of transformations is given by

u
uu

v1v

v

y

v

x
u

y

u

x

v)(u,

y)(x,
J 
























And u  ranges from 0 to   and v from 0 to 1, as x and y ranges from 0 to  .

Hence the joint p.d.f  of U and V is given by :

dudvJ
v1

u

v1

uv
e

Γ(m)Γ(n)

1
v)g(u,

1n1m

u




























dudvv)(1vue
Γ(m)Γ(n)

1 1n1m1nmu  

n)β(m,

v)(1v

n)Γ(m

ue 1n1m1nmu  





1v,0u(v);0dG(u)dG 21 

Thus we conclude that U and V are independently distributed, U as a n)γ(m 

and V as  a n)(m,β1
.

(3): If n)(m,β~X 1
 and n)mγ(a,~Y   be independent random variables then

Show that m)γ(a,~XY .

Sol:  We are given that n)(m,β~X 1
 and n)mγ(a,~Y   are  independent random

variables. So their joint p.d.f. is :

;ye
n)Γ(m

a
.x)(1x

n)B(m,

1
y)f(x, 1nmay

nm
1n1m 





 1,x0   y0
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Let xyu    and xv    so that vx   and 
v

u
y 

The Jacobian of transformations is given by

v

1

v

u

v

1
10

v

y

v

x
u

y

u

x

v)(u,

y)(x,
J

2





















Thus the joint p.d.f of U and V  is given by :

J
v

u
e

n)Γ(m

a
v)(1v

n)B(m,

1
v)g(u,

1nm

v)ua(
nm

1n1m





 










 1v,0u;0 

vv

u
evv

nmnmB

a
nm

vuanm
nm 1

)1(
)(),(

1

)(11


















  1)(11 )1(
)()()(

)( 






 nmvuann

nm

uevv
nmnm

nma

  1)(11 )1(
)()(







nmvuann
nm

uevv
nm

a

Integrating w.r.t, ‘v’ the marginal p.d.f. of U is :

(u)g1

 
dv

v

ev)(1

Γ(m)Γ(n)

ua
1

0

1n

)vuq(1n1nmnm

 

 

 
dve1

v

1

v

1

Γ(m)Γ(n)

ua
1

0

v)ua(

1n

2

1nmnm

 









 

Put t1
v

1
  so that dt

t)(1

1
dv

2


 (u)g1
dtet

Γ(m)Γ(n)

eua

0

aut1n
au1nmnm






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au1m
m

n

au1nmnm

eu
Γ(m)

a

(au)

Γ(n)

Γ(m)Γ(n)

eua 


  u;0 , which is the p.d.f. of gamma

distribution with parameters a and m.

Hence m)γ(a,~XY

(4): Given the Incomplete beta function

dxx)(lxm)(l,B 1m

x

0

1l

x

  

and m)B(l,
m)(l,B

m)(l,I x
x   ,Show that

m)(l,Ix
= l)(m,I1 x1

Sol. We have

m)(l,Ix
m)B(l, = m)(l,Bx

 = dxx)(lx 1m

x

0

1l                                 (A)

=    dxx)(lx 1m

1

0

1l
dxx)(lx 1m

1

x

1l  

=   m)B(l, - dxx)(lx 1m

1

x

1l  

Put theny,x1 

m)(l,I x
m)B(l, = m)B(l, dy)(yy)(1 1m

0

x1

1l  





            = m)B(l, dyyy)(1 1m

x1

0

1l 


 

    =  m)B(l,   m)B(l,l)(m,B x1
   l)(m,I1 x1 m)B(l,
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Since m)B(l, = l),B(m, on dividing both sides by m)B(l,  ,we get

m)(l,I x
 = l)(m,I1 x1

9.10  SUMMARY:

In this section we introduced two beta distributions, beta distribution of firs and

second kind. Obtained some characteristics of these distributions and established their

relationships with some other distributions. Illustrations are also given at the end of the

section.

10.11   SELF ASSESSMENTS:

1. If ),( a~and ),(~  gammYgammaX  are independent random vari-

ables, show that ),(~ 2 
Y

X
.

2. If ),( a~a ),( a~ bgammYndagammX   are independent random vari-

ables, show that

),(),(  U,, 1 baisVandbagammaistindependenare
YX

X
VYXU  




3. Let X be a beta variate with E(X) = 1/4 and Var(X) =1/8 ,find the values of

the parameters of  X.

9.12 FURTHER READINGS:

1. Fundamentals of Mathematical Statistics : S C Gupta and V K Kapoor

2. New Mathematical Statistics : Bansi Lal and Sanjay Arora

3. Continuous Univariate Distributions,N.K.Johnson and s. Kotz.

4. Introduction to the Theory of Statistics: A M Mood ,F A Graybill and D C Boes

***************
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UNIT-III LESSON - 10

EXPONENTIAL DISTRIBUTION AND ITS PROPERTIES

STRUCTURE

10.1 Objectives

10.2 Introduction

10.3 Probability density function

10.4 Cumulative distribution function

10.5 Alternative parameterization

10.6 Occurrence and applications

10.7 Mean, variance, and median

10.8 MGF of Exponential distribution

10.9 Shifted Exponential Distribution.

10.10 Relation with Uniform Distribution

10.11 Memoryless Property

10.14 Summary

10.13 Illustration

10.14 Self Assignment

10.15 Further Readings

10.1 OBJECTIVES:

The objectives of this lesson are
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1. To make students aware of  one of the most important distribution in Statistics

2. To throw light on important properties of exponential distribution.

3. To discuss the applicability of exponential distribution in variety of situations.

10.2 INTRODUCTION:

Exponential distribution is next important distribution in Statistics after the normal

distribution. It can be obtained from gamma distribution as a particular case. Exponential

distribution is the most widely used distribution in life testing experiments due to its

Memoryless property, which states that if the life time of a component is exponentially

distributed and the component has been used for some specified time ,then the distribution

of the residual life time has the same exponential distribution. i.e. an old functioning com-

ponent is as good as a new functioning component.

10.3 PROBABILITY DENSITY FUNCTION:

A continuous random variable X is said to have exponential distribution if its prob-

ability density function (pdf) is given by

0x0,

0x,λe
λ)f(x;

λx








Here λ > 0 is the parameter of the distribution, often called the rate parameter.

The distribution is supported on the interval [0,  ). If a random variable X has exponential

distribution, we write X ~ Exp( λ ).
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10.4 CUMULATIVE DISTRIBUTION FUNCTION :

The cumulative distribution function is given by












0x0,

0x,e - 1
λ)f(x;

λx

10.5  ALTERNATIVE PARAMETERIZATION:

A commonly used alternative parameterization is to define the probability density
function (pdf) of an exponential distribution as

0x0

0xe
β

1

β)f(x;
x/β








where b > 0 is a scale parameter of the distribution and is the reciprocal of the rate

parameter, λ , defined above. In this specification, b  is a survival parameter in the sense

that if a random variable X is the duration of time that a given biological or mechanical
system manages to survive and X ~ Exponential(b ) then E[X] = b . That is to say, the
expected duration of survival of the system is b  units of time. The parameterisation involving
the "rate" parameter arises in the context of events arriving at a rate , when the time between

events (which might be modelled using an exponential distribution) has a mean of -1λ  β  .

10.6 OCCURRENCE AND APPLICATIONS:

The exponential distribution occurs naturally when describing the lengths of the

inter-arrival times in a homogeneous Poisson process.
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The exponential distribution may be viewed as a continuous counterpart of the

geometric distribution, which describes the number of Bernoulli trials necessary for a discrete

process to change state. In contrast, the exponential distribution describes the time for a

continuous process to change state.

In real-world scenarios, the assumption of a constant rate (or probability per unit

time) is rarely satisfied. For example, the rate of incoming phone calls differs according to

the time of day. But if we focus on a time interval during which the rate is roughly constant,

such as from 2 to 4 p.m. during work days, the exponential distribution can be used as a

good approximate model for the time until the next phone call arrives. Similar caveats

apply to the following examples which yield approximately exponentially distributed

variables:

• The time until a radioactive particle decays, or the time between clicks of a geiger

counter

• The time it takes before your next telephone call

• The time until default (on payment to company debt holders) in reduced form

credit risk modeling

Exponential variables can also be used to model situations where certain events

occur with a constant probability per unit length, such as the distance between mutations

on a DNA strand, or between roadkills on a given road.

In queuing theory, the service times of agents in a system (e.g. how long it takes for

a bank teller etc. to serve a customer) are often modeled as exponentially distributed

variables. (The inter-arrival of customers for instance in a system is typically modeled by

the Poisson distribution in most management science textbooks.) The length of a process

that can be thought of as a sequence of several independent tasks is better modeled by a

variable following the Erlang distribution (which is the distribution of the sum of several

independent exponentially distributed variables).

10.7 MEAN, VARIANCE AND MEDIAN

The mean or expected value of an exponentially distributed random variable X

with rate parameter λ  is given by
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



0

1

λ
dx  xeλE(X) -λλ

In light of the examples given above, this makes sense : if you receive phone calls

at an average rate of 2 per hour, then you can expect to wait half an hour for every call.

The variance of X is given by

Var(X) = E(X2) – [E(X)]2

Now 



0 2

22 2

λ
dxe  xλ)E(X -λλ

Hence Var(X) = 222

22

λ

1

λ

1

λ

2
[E(X] - )E(X 

Let ‘m’ be the median of X. Then median of X is given by

Med(X) = P(X<m) 
2

1


2

1
  

0
i.e.λ 

  dxe x

2

1
)e(i λm  

2

1
e λm  

E(X)
λ

1

λ

log
m

2



Thus for exponential distribution median is less than mean.

10.8 MGF OF EXPONENTIAL DISTRIBUTION :

The m.g.f. of exponential distribution is given by

 





  tλ,
tλ

λ
dxee

0
λ]E[e(t)M λxtxtx

x

The rth moment about origin is given by
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3........ 2, 1,;
λ

r!
(t)Min 

r!

t
 ofnt coeffcicie)E(xμ

rX

r
r'

r 

In particular mean

222

'2

1

'

22

'

1
λ

1

λ

1
-

λ

2
 μ - μμ  varianceand

λ

1
μ 

10.9 SHIFTEN EXPONENTIAL DISTRIBUTION

A non negative continuous random variable X is said to have Shifted Exponential

Distribution if its pdf is given by

elsewhere 0,f(x)θ;x0,λ,λef(x) θ)λ(x  

The mgf in this case is given by

 




 


 
-1

θθ)(XtxtX)

X
λ

t
1edx      ee

0
λE(e(t)M 

λr

r!
.eM and

λ

t
e λθ'

r

0λ

r

λθ 






 




Theorem 11.9.1 :

If X
1
, X

2
, ................X

n
 are independent random variable having exponential

distribution with parameter 
iλ ; i = 1, 2,.................n, then Z = min (X

1
, X

2
...........X

n
) has

exponential distribution with parameter  

n

1i iλ

Proof : Let G
z
(z) denotes the distribution function of Z = min (X

1
, X

2
...........X

n
)

Then z)(Z P1z)P(Z(z)GZ 

= 1 – P [min (X
1
, X

2
...........X

n
) >z]

= 1 – P[X
i
 > z; i=1, 2............n]

 


n

1i i

n

1i i z)]P(X-[11z)P(X1

 


n

1i xi (z)] F- [11

Where F(.) is the distribution function of X
i
 and is equal to zλ ie1


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 


n

1i

z-λ

z )]e - (1 - [11(z) G  So i

0z,e1
n

1i izλ
 

Which is the distribution function of an exponential variate with parameter  

n

1i iλ

Hence Z = min (X
1
, X

2
...........X

n
) has exponential distribution with parameter  

n

1i iλ

Remark : If X
1
, X

2
...........X

n 
are i.i.d. exponential with parameter λ , then

Z = min (X
1
, X

2
...........X

n
)  has exponential distribution with parameter n λ .

11.10 RELATION WITH UNIFORM DISTRIBUTION :

If X~exp( λ ), then Y = λ
- λ x is U(0,1)

Proof:  Given X~exp( λ ) so pdf of X is given by

f(x) = 0x0,λ         ,λe-λλ 

Since y = -λλe

λxλx- e
λ

1
 

dx

dy
     ,λe 

dx

dy


Since 1y0     ,x0 

Now pdf of y = λne   is given by

1λee
λ

1
  f(x)`

dy

dx
f(y) λxλx  

Thus 1y    0   1,f(y) 

           Hence 1) (0,  Uis ey λx

10.11 MEMORYLESS PROPERTY:

An important property of the exponential distribution is that it is memoryless. This



116

means that if a random variable X is exponentially distributed, its conditional probability

obeys

P{X > s+t | X > t} = P {X > s} for all s, t   0

If X denotes the life time of an component then memoryless property says that the

probability that the component will survive for at least s+t time units given that it has

survived t time units is the same as the initial probability that it survives for at least s time

units. In other words if the component is working at time t, then the distribution of the

remaining life time is same as the original life time distribution i.e. the component does not

age or it does not remember the time for which it has been used for.

Proof:  We are to prove that

P{X > s+t | X > t} = P {X > s} for all s, t   0 (1)

Consider P{X > s+t | X > t} = 
t}P{X

t}X t,s P{x 




Since s, t   0 so P{X > s + t, X > t} = P{X > s + t}

Therefore P{X > s+t | X > t} = 
t}P{X

t}s  P{X




(2)

Now 
t)λ(sλx

 t s
edxeλ  t}s  {X P 


 

Similarly,  P{X >t} = λxe  and P{X >s}  = λse

Substituting these values in (2), we get

s}P(Xe
e

e
   t} X|t s  {X P λs

λt

t)-λλ(

 




This completes the proof.

The exponential distributions and the geometric distributions are the only prob-

ability distributions exhibiting memoreless property.
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10.12   SUMMARY:

In this lesson we have introduced students with the various forms of exponential

distribution along with some of its important properties, its relations with some other

distributions. The situations for the occurrence and applicability of the exponential distribution

have been discussed. Application of exponential distribution has been explained by taking

examples.

10.13    ILLUSTRATION:

1) If X has exponential distribution with mean 2, find P[X<1|X<2]

Sol. If X ~ exp ( λ ), then we have f(x) = nλe  , 0 λ 

Now P[X<1|X<2] =
2]P[X

1]P[x

2]P[X

2]X1,P[x









= λ

λ

λx

λx

e

e

dxλe

dxλe

















1

1
2

0

1

0

)e(1

1

)e)(1e(1

)e(1
λλλ

λ













Now since the mean of the distribution 
2

1
  λ so 2, is

λ

1


Hence required probability = )e(1

e

)e(1

1

2
1- 






2) If X ~ exp ( λ ), such that (PX1) = P(X>1), then find Var(X)

Sol. Given (PX1) = P(X > 1)

But P(X > 1) = 1 – P (X1)

Hence P (X1) =  1 – P (X1)

2 P (X1) =  1 or  P (X1) = 
2

1
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i.e.  1

0

λx

2

1
dxeλ

2

1
)e(1 λ  

2

1
e λ  

log2λ 

But Var (X) = 22 (log2)

1

λ

1


10.14 SELF ASSIGNMENT:

(1) The length of the time (in minutes) that a lady speaks on the telephone is a random

variable with p.d.f.

elsewhere 0,f(x)0;x,Aef(x) 5

x




(a) Evaluate A. What is the probability that the number of minutes she takes

on phone is

(i) more than 10 minutes (ii) less than 5 minutes (iii) between 5 and 10 minutes.

(2) Suppose that the amount of time one spends in bank is exponentially distributed

with mean 10 minutes. Find the probability that a customer will spend more than

15 minutes in bank.

(3)  The time T required to repair a machine is an exponential variate with mean ½

hours.Find

(a) the probability that repair time exceeds ½ hour.

(b) the probability that repair time exceeds 12½ hour given that its duration exceeds

12 hours.

(3) If the pdf of X is given by
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

 




otherwise0,

x,0ce
f(x)

2x

Find c, and P(X>2)

10.15   FURTHER READINGS:

1. Continuous Univariate Distributions,N.K.Johnson and s. Kotz

2. Introduction to the Theory of Statistics: A M Mood ,F A Graybill and D C Boes

3. Fundamentals of Mathematical Statistics : S C Gupta and V K Kapoor

4. New Mathematical Statistics : Bansi Lal and Sanjay Arora

5. Introduction to Probability Models : Sheldon M Ross

******
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UNIT-V     LESSON-11

SOME MOMENTS INEQUALITIES

STRUCTURE

11.1 Objectives

11.2 Introduction

11.3 Chebyshev's Inequality

11.4 Significance of Chebyshev's Inequality

11.5 Markov's Inequality

11.6 Convex Function

11.7 Jensen's Inequality

11.8 Illustrations

11.9 Summary

11.10 Self Assessment

11.11 Further Reading

11.1 OBJECTIVES:

This chapter aims at

1. Introducing students to some important moments inequalities.

2. Familiarising them to the concept of convex function.

3. Making them capable to use these inequalities in various Statistical problems.
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11.2 INTRODUCTION:

Moments inequalities play important role in theory of Statistics. A lot of literature

on moments inequalities along with their importance and application is available. In the

present section we shall deal with some of the moments inequalities like Chebyshev's

inequality, Markov's inequality and Jensen's inequality and also discuss their significance

and applications.

11.3 CHEBYSHEV'S INEQUALITY:

In probability theory, Chebyshev's inequality (also spelled as Tchebysheff's

inequality) guarantees that in any data sample or probability distribution,"nearly all" values

are close to the mean - the precise statement being that no more than 2k

1
 of the distribution's

values can be more than k times standard deviations away from the mean. The inequality

is named after Russian mathematician Pafnuty Chebyshev, although it was first formulated

by his friend and colleague Irénée-Jules BienayméThe inequality has great utility because it

can be applied to completely arbitrary distributions (unknown except for mean and variance),

for example it can be used to prove the weak law of large numbers.

Statement : If X is a random variable with mean μ and variance 2σ  then for any positive

number k, we have

2k

1
}k |μ-XP{|  

or

2k

1
1}k |μ-XP{|  

“The probability that the outcome of an experiment with the random variable X will

fall more than k standard deviations beyond the mean of X, μ , is less than 2k

1
”

Or : “The proportion  of the total area under pdf of X outside of k standard

deviations from the mean μ is at most 2k

1
”

Proof : The inequality is proved here  assuming X to be a continuous random variable ,the

inequality can also be proved by taking X to be a discrete random variable ,the only
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difference will be that integral sign is to be replaced by summation sign.

Let  S be the sample space for a random variable, X , and let  fX(x) stand for the

pdf of  x. . Let R
1
, R

2
  and R

3
  partition S such that for every sample point x in S

















kσμwhen xR

kσμxwhen R

kσμwhen xR

x 

3

2

1

Then we have

Var (X) = 



 f(x)dx μ)(Xμ)E(Xσ 222

f(x)dxμ)(Xf(x)dxμ)(Xf(x)dxμ)(Xσ
RR R   

31 2

2222















kσμ

kσμ

kσμ

kσμ

f(x)dxμ)(Xf(x)dxμ)(Xf(x)dxμ)(Xσ 2222











kσμ

kσμ

f(x)dxμ)(Xf(x)dxμ)(Xσ 222
(25.3.1)

Since  kXkμ-kσ and XX  || (25.3.2)

Using (25.3.2) in (25.3.1), we get





  







 kσμ

kσμ
222 f(x)dxf(x)dxσkσ

or

kμ[P(Xσkσ 222  ] + k μ XP[|  )]

i.e. kσμXP{σkσ
222  }

kσ|μXP{|  } 2k

1


Which complete the proof.

Also since

k|μXP[|  ] + k|μXP[|  ] = 1, so, we have
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k|μXP[|  ] = 1 k|μXP[|-  ] 2k

1
1

11.4 SIGNIFICANCE OF CHEBYSHEV'S INEQUALITY:

The significance of Chebyshev's Inequality is that it enables us to find  the bounds

on probabilities  without actually knowing the distribution of X the only condition is that

mean and variance of the random variable are known . When actual distribution is known

then the desired probability can be computed exactly . Chebyshev's Inequality is not only

valid for absolutely continuous and discrete distributions, but also for variates which do

not fall in these two categories, provided their variances exist.

Remark: In particular if we take kσ= c, then Chebyshev's Inequality reduces to

2

2

2 c

σ
c}|μXP{| i.e.

c

var(x)
c}|μXP{| 

These are convenient forms for numerical problems.

11.5 MARKOV'S INEQUALITY:

In probability theory, Markov's inequality gives an upper bound for the probability

that a non-negative function of a random variable is greater than or equal to some positive

constant. It is named after the Russian mathematician Andrey Markov, although it appeared

earlier in the work of Pafnuty Chebyshev (Markov's teacher), and many sources, especially

in analysis, refer to it as Chebychev's inequality or Bienaymé's inequality.

Markov's inequality (and other similar inequalities) relate probabilities to

expectations, and provide (frequently) loose but still useful bounds for the cumulative

distribution function of a random variable.

An example of an application of Markov's inequality is the fact that (assuming

incomes are non-negative) no more than 1/5 of the population can have more than 5 times

the average income.

Statement : Let g(X) = |X|r be a non negative function of a random variable X, then for

any ε >0 ,we have

2

2

ε

|X|E
ε] |XP[| 
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Proof : Let us donate by the set }ε|X:|{xS rr and S` as the compliment of S. Then,

we have


s
dF(x)S)P(X  where F(x) is the distribution of X.

Also 



 dF(x)|x|    }|XE{| rr

 
`` S

r

S

r dF(x)|x|dF(x)|x| 

 


rr ε|X|

r

s

rr dF(x)|x|dF(x)|x|E{|X| 

]εP[|X|εdF(x)|x|εE{|X| rrr

ε|X|

rrr

rr
  

r

r
rr

ε

E|X|
]εE[|X| 

Or r

r

ε

E|X|
ε]E[|X| 

11.6 CONVEX FUNCTION :

A continuous function f(x) on the interval I is said to be convex if for every x
1
 and

x
2
, 


2

xx 21
I, we have

)f(x
2

1
)f(x 

2

1

2

xx
f 21

21 






 

If x
1
 and x

2   I, then  

2

xx 21
 I.

A lternatively, A continuous f(x) on the interval I is said to be convex if for every x
1

and x
2   I, we have

1λλ0,λ0,λ);f(xλ)f(xλ)xλxf(λ 212122112211 

Remark : If f is twice differentiable i.e. if f``(x) exists and f`(x)0 then f is convex.



125

11.7 JENSEN'S INEQUALITY:

In mathematics, Jensen's inequality, named after the Danish mathematician Johan

Jensen, relates the value of a convex function of an integral to the integral of the convex

function. It was proved by Jensen in 1906. Given its generality, the inequality appears in

many forms depending on the context, some of which are presented below. In its simplest

form the inequality states that the convex transformation of a mean is less than or equal to

the mean after convex transformation; it is a simple corollary that the opposite is true of

concave transformations.

Jensen's inequality generalizes the statement that the secant line of a convex function

lies above the graph of the function, which is Jensen's inequality for two points: the secant

line consists of weighted means of the convex function, tf(x) + (1 – t)f(y), while the graph

of the function is the convex function of the weighted means, f(tx + (1 – t)y).

There are also converses of the Jensen's inequality, which estimate the upper bound

of the integral of the convex function.

In the context of probability theory it is generally stated in the following form: if X

is a random variable and  is a convex function, then E[f(X )]  f E(X)

Statement:  If f  is  continuous and convex function and X is a random variable with finite

mean μ   = E(X), then

E[f(X )]  f E(X)

Proof:  Let y = a + bx be a tangent to the curve y = f(x) at the point x
0
 = E(X). Since f  is

continuous and convex function, the curve lies above  the tangent so  f(x)   a + bx, for all

x. Therefore,

bXaf(X) 

y = f(X)
y = a + bx

E(X)μ 0 X

)]f(μ,[μ A 00
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Hence E(X) fybxaE(X) baE[f(X)] 00 

Thus E(X) fE[f(X)] 

Remaks :

(1) Jensen’s inequality becomes equality if f is a linear function of x i.e. if

1  bX]aP[f(X)]   for some a and b.

(2) If f is continuous and concave function and X is a random variable with finite mean

μ  = E(X), then

E(X) fE[f(X)] 

11.8 ILLUSTRATIONS:

(1) If X is the number scored in a throw of a fair die, show that the Chebyshev's

inequality gives

0.472.5]|μ-XP[| 

Where μ  is the mean of X,while the actual probability is zero.

Sol. Here X is a random variable which takes the values 1,2,……6 each with probability

1/6.Hence

2

7
6).....32(1

6

1
 μ   E(X) 

6

91
)6.........2(1

6

1
   )E(X 2222 

Var (X) = 2.9167
4

49

6

91
 E(X)] [ )E(X 22 

Now for k > 0 ,Chebyshev's inequality gives

2k

Var(X)
k]|μXP[| 

Choosing k = 2.5, we get
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0.47
6.25

2.9167
2.5]|μXP[| 

The actual probability is given by

P = P[|X - 3.5| >2.5]

P[ X lies outside the limits (3.5 - 2.5,3.5 + 2.5)]

i.e.  P[ X lies outside the limits(1,6)]

But since X is the number appearing on the dice when thrown ,so it can not be

outside (1,6)

Hence required probability is zero.

(2) A symmetric dice is thrown 600 times. Find a lower bound for the  probability of

getting 80 to 120 sixes.

Sol. Let S be the total number of successes.

Then S  B (n, p) with n = 600, p = 1/6 so that q = 5/6

E(S) = npq = 
6

500

6

5
x

6

600


Using Chebyshev’s inequality we get

2k

Var(S)
-1k]|E(S)SP[| 

26k

500
-1k]|100SP[| 

26k

500
-1k]  100 SkP[100 

Choosing k = 20 we have

26x20

500
1120]SP[80 

24

19
120]SP[80 

(3) Use Chebyshev's inequality to determine how many times a fair coin must be
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tossed in order that the probability will be at least 0.90 that the ratio of the observed

number of heads to the number of tosses will lie between 0.4 and 0.6 .

Sol. Let X denotes the number of heads obtained when a fair coin is tossed n times.

Then proportion of heads in n tosses is X/n .Also X ~B(n,p) with p = ½ ( since the

coin is unbiased)

Then 
4n

1

n

pq

n

x
Var and 1/2p

n

x
E 
















So using Chebyshev’s inequality for proportion of heads i.e. 
n

x
, we get

24nk

1
kp

n

x
P 










24nk

1
1kp

n

x
P 










Since we want the proportion of heads i.e. 
n

x
to lie between 0.4 and 0.6, so we

have

24nk

1
1k0.5

n

x
P 










2
4nk

1
1k0.5

n

x
k0.5P 




 

Choosing k =0.1 we have

24n(0.1)

1
10.6

n

x
0.5P 




 

Since we want this probability to be 0.9, so

9.0
4n(0.1)

1
1

2


250n
0.04n

1
0.10 
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4. Does there exist a variate X for which

2σμX2σP[μ xx  ]=0.6

Sol. We have, by Chebyshev’s inequality

2

2

c

σ
1c]|μ-XP[| 

Consider ]2X2- P[   xx ]2 |-XP[|   x

Compairing it with Chebyshev’s inequality, we get c = 2

So 2

2

4
1]2|-X|P[]22P[ 


  xxx X

Hence
4

1
1]22P[   xx X  i.e.

4

3
]22P[   xx X

Thus  the lower bound for the probability is 0.75 ,so there does not exist  a variate

X for which

6.0]22P[   xx X

5. If f(X) = X2 and  E(x)2 exists then E(X)2 E(X)2

This is because if  f(X) =  X2 then f``(x)=20 hence  f(X) is convex so by Jensen's

inequality E(X2) E(X)2

6. If f(X) = 1/X, X > 0 then

0for x 0
x

2
(x)f

3

11  , thus f(x) is convex

Hence
E(X)

1

x

1
E 









7. If f(X) =log X , X > 0 then

0
x

1-
(x)f

2

11   so f(x) is concave
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Hence [E(X)]E[logX] 

11.9 SUMMARY

In this section we have dealt with some important moments inequalities viz.

Chebyshev's inequality, Markov's inequality and Jensen's inequality. The significance of

the first two  inequalities lies in the fact that the actual distribution of the underlying random

variable is not needed only the existence of lower order moments is required whereas

Jensen's inequality is one which deals with convex functions.

11.10 SELF ASSESSMENT:

(1) For a geometric distribution  p(x) =  2-x ; x =  1, 2, 3 ………… Show that

Chebyshev's inequality gives

2

1
]|2XP[| 

2. If X is a random variable such that E(X) = 3 and E(X2) = 13, use Chebyshev's

inequality to determine a lower bound for P(-2< X < 8).

(3) Two unbiased dice are thrown simultaneously .If denotes X  the sum of the number

showing up, prove that

34

35
3]|7XP[| 

11.11 FURTHER READING:

1. Modern Probability Theory,B.R.Bhatt

2. An Introduction to Probability Theory and its Application,w.Feller

3. Introduction to the Theory of Statistics: A M Mood ,F A Graybill and D C Boes

4. Fundamentals of Mathematical Statistics : S C Gupta and V K Kapoor

*********
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UNIT - IV LESSON -12

REGRESSION

STRUCTURE

12.1 Introduction

12.2 Objectives

12.3 Linear and Non Linear Regression

12.4 Why two lines of regression

12.5 Simple regression line and regression coefficient

12.6 Usefulness

12.7 Summary

12.8 Examples

12.9 Self Assessment

12.1 INTRODUCTION:

After establishing the fact of correlation between two variables, it will be one’s

natural curiosity to know the extent to which one variable varies in response to a given

variation in the other variable, i.e. one is interested to know the nature of relationship

between two variables. This is done with the help of regression.

The term ‘regression’ was used by Galton in connection with the inheritance of

stature. Galton found that the sons of fathers who deviate x inches from the mean height of

all fathers themselves deviate from the mean height of all sons by less than x inches i.e.

what Galton called a “Regression to Mediocrity”.
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In general the idea ordinarily attached to the word ‘regression’ does not touch

upon this connotation and it should be regarded merely as a convenient term.

Regression is the estimation or prediction of unknown values of one variable from

unknown values of another variable. For example, if we know that the height and weight

are correlated we may be interested in finding out the most probable heights at certain

given weights or the most probable weight at different heights. This can be done with the

help of regression. The line which describes the average relationship between two variables

is termed as lines of regression. The equations describing the regression lines are called

regression equations.

12.2 OBJECTIVES:

 On going through this unit reader will know how to

· Apply Simple Linear Regression Models

· Fit a Regression Line to the given data

· Obtain an equation that you can use for prediction and estimation purpose.

12.3 LINEAR AND NON- LINEAR REGRESSION:

 If the given bivariate data are plotted on the graph paper, the points so obtained

on the scatter diagram will more or less concentrate round the curve, called the ‘curve of

regression’. If the regression curve is a straight line, we say that there is linear regression

between the variables under study. The equation of such a curve is the equation of a

straight line i.e. a first degree equation in the variables X and Y. The Linear Regression

equation Y upon X is Y = a + bX, and the linear Regression equation of X upon Y is X= a

+ b Y.

From the equation Y upon X we can estimate the most probable value of Y for

given value of X. Similarly from the equation X upon Y we can estimate the most probable

value of X for given value of Y.

However, if the curves of regression are not straight line, the regression is termed

as

Curved  or Non-Linear Regression.
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12.4 DEFINITION:

Regression Analysis is a mathematical measure of the average relationship between

two or more variables in terms of the original units of the data.

12.5 WHY DO WE HAVE TWO REGRESSION LINES?

For two variables we have two regression equations–one gives the best estimate

of one variable when the other is exactly known or given. For example if husband are

denoted by X and wives by Y, the two equations will be

1. X = a + bY and

2. Y = a + bX

From the first equation we will be in a position to obtain the most probable age of

husbands for a given age of wife. The second equation gives the most probable estimate of

the age of wife when the husband is given.

Corresponding to the two equations of regression two lines can be drawn of the

graph paper and the extent of relationship can be found out from them. They are called

regression line of lines of best-fit. They cut each other at the point of average of X and Y.

The lower the value of the coefficients of correlation the farther would be the regression

lines from each other. When the value of r is ±1 there will be only one regression line. The

single straight line so obtained will give the required values of both the variables.

If we are given X and Y values we can fit a regression equation of the type Y = a

+ bX, Regression equation of Y on X. Here Y is dependent variable, a and b are two

unknown constants and X is independent variables. In order to find out the values of a and

b we have to solve two normal equations i.e.

EY = Na + bEX

E(XY) =   aE(X) + bE(X2 )

We can also fit a regression equation of X on Y which will have general form–

X = a + bY

Here X is dependent variable, a and b are two unknown constants and Y is

independent variables.

The values of a and b can be obtained as follows:
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EX = Na + b EY

EXY = aY  + bY2

ANOTHER METHOD

Regression equations of X on Y will be written as follows

 YYrXX
y

x 



Where X and Y are variables under study, X is dependent and Y is independent

variables. X  and Y  refer to the arithmetic mean of X and Y series.

r = coefficient of correlation.

x  and y  refer to the standard deviation of X and Y series.

Regression equations of Y on X will take the following form:

 XXrYY
x

y 




X is independent and Y is dependent variables. The quantity 
y

xr



  in the first

equation above is known as the regression coefficient of X on Y and is denoted by the

symbol b
xy

. The quantity 
x

y
r



  in the second equation above is known as the regression

coefficient of Y on X and is denoted by the symbol b
yx

.

12.6 SIMPLE REGRESSION LINE AND REGRESSION

COEFFICIENT:

In this section, we describe a method of fitting a straight line equation to the given

bivariate data.

The line of regression of Y on X is the line which gives the best estimate for the

value of Y for any specified value of X.

Similarly, the line of regression of X on Y is the line which gives the best estimate

for the value of X for any specified value of Y.
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The term best fit is interpreted in accordance with the principle of least squares

which consist in minimizing the sum of square of the residuals or error of the estimates i.e.

the deviation between the given observed value of the variable and their corresponding

estimated value as given by the line of best fit.

Minimizing the sum of the squares of the errors parallel to Y -axis gives, the equation

of the line of regression of Y on X and minimizing the sum of the squares of the errors

parallel to X-axis gives the equation of the line of regression of X on Y.

Let us consider that in a bivariate distribution  ii YX , , ni ,........3,2,1 . Y is

dependent and X is independent variable. Let the line of regression of Y on X be

                                               Y= a + bX

Now according to the principle of least squares the normal equation for estimating

a and b are:

                                       



n

1i

i

n

1i

i xbnay (1)

                                       



n

1i

2

1

n

1i

i

n

1i

ii xbxayx (2)

Dividing equation (1) by n, we get

n

x

bay
n

1

n

1i

in

1i

i


 





             xbay  (3)

Thus, the line of regression passes through  x  and y .

 Also divide equation (2) by n, we get

n

x

b
n

x

ayx
n

1

n

1i

2

1

n

1i

in

1i

ii


 



 (4)
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We know that

                          
2

n

1i

2

i

2

x xx
n

1
 



   
22

x

n

1i

2

i xx
n

1



(5)

Also  y,xr   = 
 

yx

y,xcov



 y,xr  =  

yx

n

1i

ii yxyx
n

1






    yxyx
n

1
r

n

1i

iiyx  


     
yxryx

n

1
yx

n

1i

ii 


(6)

 Now substituting the equation (5) and (6) in equation (4), we have

yxr yx   =  22

x xbxa  (7)

Multiply equation (3) by x and subtracting from (7) we get

   
x

y

2

x

yx rr
b











Since b is the slope of the line of regression of Y on X and since line of regression

passes through  y,x  and its equation is

 xx
r

yy
x

y 



  is the line of regression of Y on x .

Similarly the equation of line of regression of X on Y is
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 yy
r

xx
x

y 





12.7 USEFULNESS:

The study of regression is very useful in many types of analysis. By its study we are

able to obtain most probable values of one series for given values of the other related

series. If we know that two series relating to price and supply are correlated we can find

out what would be the effect on price if the supply of commodity was increased or decreased

to a particular level.

The utility of regression is very great in physical services where the data are generally

in functional relationship. There it is always possible to exactly calculate the value of one

variable for a given value of the other variable by studying their regression. Thus the primary

use of the regression equation is to describe the nature of the relationship between the two

variables and to show the rates of change in one factor in terms of another.

EXAMPLE: Given

 56X ,  40Y , 5242  X ,

2562 Y  364XY 8N

Find the regression equation of X on Y.

SOLUTION:  Regression equation of X on Y:

 YYrXX
y

x 



7
8

56
 

N

X
X ; 5

8

40
 

N

Y
Y

y

xr



or








22 YNX

YXNXY
bxy

= 
 

 2
58256

578364




 = 1.5

X–7 = 1.5 (Y–5)
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 X= –0.5 + 1.5Y.

EXAMPLE: Calculate the regression of Y on X and predict the average value of Y when

X is 9.

X: 3 6 5 4 4 6 7 5

Y: 3 2 3 5 3 6 6 4

SOLUTION:

Calculation of Regression Equation

                 (X- X )                                      (Y--Y )

                 X = 5                                        Y = 4

  X                x                 x2            Y            y                   y2               xy

  3                -2                 4             3           -1                    1                 2

  6                 1                 1             2            -2                    4                -2

  5                 0                 0             3            -1                    1                 0

  4                -1                 1             5             1                    1                -1

  4                -1                 1             3            -1                    1                 1

  6                 1                 1             6             2                    4                 2

  7                 2                 4             6             2                    4                 4

  5                 0                 0             4             0                    0                 0

SX=40   Sx=0       Sx2=12    SY=32     Sy= 0             Sy2=16       Sxy = 6

r = 
 



 22 yx

xy
  =   

1612

6


 =    0.433

Regression equation of Y on X:

 XXrYY
x

y 




Y = 
N

Y
 = 

8

32
 = 4;    X = 

N

X
 = 

8

40
 = 5
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x

y
r



 = 




2x

xy
= 

12

6
= 0.5

Substituting the values

Y–4 = 0.5 (X–5)

Y–4 = 0.5X – 2.5    or     Y = 1.5 + 0.5X

When X = 9 then

 Y = 1.5 + 0.5(9)

     = 1.5 + 4.5

     = 6.

12.8 SELF ASSESSMENT:

1) What is regression analysis? Why are there two regression lines in case of bivariate

series?

2) Given the following values of x and y:

x: 3 5 6 8 9 11

y: 2 3 4 6 5 8

find the equation of regression of (1) y on x (2) x on y.

3) From the following data, find out

a) Coefficient of correlation between the age of husbands & wives.

b) Two regression equations.

c) Most likely age of husbands when the wife age is 30.

d) Most likely age of wife when the husband age is 26.

Age of husband:  22     23     23     24    26    27    27    28    30    30

Age of wives:      18     20     21     20    21    22    23    24    25    26

4) If   is the acute angle between the two regression lines, Prove that

21 rSin  .

**********
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UNIT – IV  LESSON-13

REGRESSION COEFFICIENTS AND THEIR PROPERTIES

STRUCTURE

13.4 Introduction

13.2 Objectives

13.3 The Coefficient of Regression.

13.4 The properties of regression coefficient.

13.5 Self Assignments.

13.1 INTRODUCTION:

In the previous lesson, we have studied regression analysis, which is meant to

determine the best functional relationship between a dependent variable with one or more

related variable. In this lesson, regression coefficients and their properties have been

discussed.

13.2 OBJECTIVES:

 The main objectives of this lesson are

 To introduce the concept of Regression coefficients.

 To mention various properties of Regression coefficients.

13.3 REGRESSION COEFFICIENT:

‘b’ the slope of the line of regression of Y on X is also called the coefficient of

regression of Y on X. It represents the increment in the value of dependent variable y

corresponding to a unit change in the value of independent variable X.
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More precisely, we write

b = Regression coefficient of Y on X

 
2

,cov

x

YX


  =  

x

y
r




Similarly, the coefficient of regression of X on Y indicates the change in the value

of variable X corresponding to a unit change in the value of variable Y and is given by

b = Regression Coefficient of X on Y

=  
 

2

,cov

y

YX

  =  
y

xr



13.4 PROPERTIES OF REGRESSION COEFFICIENTS

1. Correlation Co-efficients is the geometric mean between the regression co-

efficcients.

PROOF: The regression coefficients are

x

y
r



 is known as the regression coefficient of Y on X.

and  
y

xr



 is known as the regression coefficient of X on Y..

Geometric mean between them

  G.M =  
y

x

x

y
rr








=    2r

=     r

= correlation coefficient.

2. If one of the Regression co-efficients is greater than unity numerically, the other
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must be less than unity numerically.

PROOF:  The two regression co-efficients of y on x

b
yx

 = 
x

y
r



 is known as the regression coefficient of y on x

and b
xy  =  

y

xr



 is known as the regression coefficient of x on y..

Let b
yx

 > 1

Then  1
1


yxb

(1)

Since  b
yx

. b
xy

 =   r2  1   1r1 

 b
xy  

1
1


yxb

‘using (1)

Similarly, if  b
xy

 > 1, then b
yx

 < 1.

3. Arithmetic mean of the Regression Coefficient is greater than the Correlation

coefficient r, provided r > 0.

PROOF: We have to prove that

  rbb yxxy 
2

1

rrr
x

y

y

x 




















2

1

  rr
2

1

xy

2

y

2

x 
















  yxyx  222 
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  0222  yxyx 

    022  yx 

4. Regression Coefficients are independent of origin but not of scale.

PROOF:    Let    U = 
h

aX 
and  V = 

k

bY 

   x = a + Uhand     Y =  b +  Vk

Where a, b, h and k are constants.

We have to prove that uvxy bb 

Since X = a + hu                                                                       (1)

  E(X) = a + h E (U)                                                           (2)

and Y =  b + v k                                                                      (3)

  E(Y) = b + k E (v)                                                           (4)

Subtract equation (2) from (1) and (4) from (3), we get

X – E(X) = h [U - E (U)]                                                  (5)

and Y – E(Y) = k [V - E (V)]                                                   (6)

         YEYXEXEYX ,cov

= E [h [U – E (U)]. k [V – E (V)]]

= hk E [[U – E (U)] [V – E (V)]]

= hk cov (U, V)                                                                    (7)

and

2

x = E[X–E(X)] 2

= E [h {U–E (U)}] 2

= h2 2
u                                                                                  (8)

2

y  = E [Y–E(Y)] 2

= E [k {V–E (V)}] 2

= k2 2
v                                                                                  (9)
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Therefore,  
 

2

y

xy

Y,Xcov
b




 = 
  k

 V)cov(U,hk
2

v

2

 =  
  k

 V)cov(U,h
2

v

 =   uvb
k  

 h
                                 (10)

Similarly,

 
2

x

yx

Y,Xcov
b




      = 
  h

 V)cov(U,hk
2

u

2

      =  
  h

 V)cov(U,k
2

u

   =  vub
h  

 k
(11)

Thus, from (10) and (11), we get

uvxy bb   and vuyx bb  .

5. The correlation coefficient and the two regression co-efficients have same sign.

PROOF:  Regression coefficient of y on x = b
yx

 =  
x

y
r




Regression coefficient of x on y = b
xy =

 
y

xr


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Since x  and y  are both positive.

Therefore, b
yx 

, b
xy

 and r have same sign.

6. Angle between two lines of Regression.

PROOF: Equations to the lines of regression of y on x

 xxryy
x

y 



  and

Equations to the lines of regression of x on y

 yyrxx
y

x 





Their slopes are  
x

y

1 rm



  and  

y

x
2 rm




  respectively

 tan     = 
12

12

mm1

mm





 = 
2

x

2

y

x

y

y

x

1

rr














=  2

y

2

x

2

x

x

y
2

.
r

r1








 =   2

y

2

x

yx
2

.
r

r1





Since 1r 2   and 
x  and y  are positive.

Hence  tan  =  2

y

2

x

yx
2

.
r

r1




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Case-1 when r = 0, 
2




Therefore, the two lines of regression are perpendicular to each other.

Case-2 when r =  1,   or0

Hence the lines of regression coincide and there is perfect correlation between the

two variates x and y.

EXAMPLE: If the two regression co-efficients are 0.8 and 0.2, what would be the value

of co-efficient of correlation.

SOLUTION: Since the co-efficient of of correlation is the G.M between the regression

co-efficients.

 2.08.02 r     =  0.16

Since  4.0r

Since r  has same sign as the two regression co-efficients

 r  must be +ve.

Hence r  = 0.4.

EXAMPLE: Given

5n ,  10X , 20Y ,   1004
2  X ,   16010

2  Y ,

   80104  YX .

Find the two regression coefficients and hence, the coefficient of correlation.

SOLUTION: Let U = X–4 and V = Y–10.

Then we are given

5n , 10X , 20Y ,   1004 22   UX ,   16010 22   VY ,

   80104   UVYX

Also U = X–4

  4 XU  = 10–4 = 6

    UnU = 65  = 30.
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And V = Y – 10

  10102010 YV

    50105VnV

Since, the regression coefficients are independent of the change of origin, the

regression coefficients are given by

  
  

 





22 UUn

VUUVn
bb VUYX

                  
    
   2

301005

5030805






       = 
4

11

 
  

  
 






22 VVn

VUUVn
bb UVXY

    
   2

501605

5030805






= 
17

11
.

The correlation coefficient ‘r’ is given by:

XYYXXY bbr .

       = 
17

11

4

11


                   = 33.1 .

But, since the regression coefficients are positive, we take:



146

133.1 XYr

Which is impossible, since 1r .

13.5 SELF ASSESSMENT:

1) Is the following statement true? Give reasons.

51840  yx  and  06108  yx

are respectively the regression equations of y on x and x on y.

2) Find the regression coefficients xyb  and yxb  from the following data:

 30X ,  42Y , 1842  X ,

3182 Y  199XY 6n

3) Obtain the regression lines of y on x and x on y from the following table and

estimate the blood pressure when age is 45 years.

Age in Years: 57 43 73 37 64 48 56 50 39    43

Blood Pressure (y):     148    127    161    119    150      129      151     146     116    141

*********
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UNIT - IV L E SSO N  -14

LEAST SQUARE METHOD

STRUCTURE

14.1 Introduction

14.2 Objectives

14.3 Method of least squares

14.4 Principles of Least squares

14.5 Merits and Demerits of least squares method

14.6 Summary

14.7 Self assessment

14.1 INTRODUCTION:

 The principle of least squares is the most popular and widely used method of

fitting mathematical functions to a given set of data and best ways of obtaining trend values.

With this method,  a straight line is fitted. This line is called the line of the best fit. It is a line

from which the sum of the deviations of various points on either side  is equal to zero.

This method gives us a set of equations containing unknown constants i.e. parameters

are called of the Normal equations and serve to determine these unknown constants. This

special criterion of the ‘best fit’ of the data is called the ‘principle of least square.’ The

method of finding the unknown parameters by the principle of least squares is called the

method of least squares.
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14.2 O B J E C T I V E S:

The main objectives of this lesson to know:

· about the linear equations.

· about the normal equations.

· the values of constants by using normal equations.

· about the future values how to be projected.

14.3 THE METHOD OF LEAST SQUARES:

The method of least squares is the most popular method of fitting a trend line to the

data. The method of least squares is a mathematical device which places a line through a

series of plotted points in such a way that the sum of squares of the deviation of the actual

pints above and below the trend line is at the minimum. The method of least squares gives

us what is known as the line of best fit. It is a line from which the sum of deviations of

various points on either side is equal to zero.

In other words, if we sum up the positive and negative deviations on either side of

the line of best fit the sum will be zero. This being so the sum of the squares of these

deviations obtained will be the least as compared to the sum of squares of the deviations

obtained by using other lines. It is on account of this fact that this method is known as the

method of least squares.

MOST PLAUSIBLE SOLUTION OF A SYSTEM OF LINEAR EQUATION:

Suppose we have a number of independent linear equations in n  unknowns

n21 x...,.........x,x ,

1nn1212111 bxa.....xaxa 

2nn2222121 bxa.....xaxa 

……………………………….

nnmn22m11m bxa.....xaxa 

or

i

n

1j

ijxa


 = 
ib  ,                      m,,.........2,1i
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Where s'a and s'b  are constants.  If nm  , we can, in general find a unique set

of values satisfying the given system of equations. However, if nm   that is if the number

of equations is greater than the number of unknowns, no such solutions exist. We, therefore,

try to find those values of 
n21 x...,.........x,x which will satisfy the given system of equations

as nearly as possible.

The principal of least squares asserts that these values are those which make S a

minimum where

2
m

1i

inin22i11i )bxa.....xaxa(S 




= 


m

1i

2

iE

where

inin22i11ii bxa.....xaxaE 

We shall call these values the best or most plausible values in the least square

sense.

By a well-known theorem of differential calculus the extreme values of the function

 n21 x...,.........x,xff 

are given by  
1x

f




 =  
2x

f




 = ……….   =   
nx

f




  =  0

provided that the partial derivatives exist.

Applying this theorem, S will have a maximum or minimum for those values of the unknowns

 n,,.........2,1jx j  which satisfy the following n equations:

                          ,0
x

S

j





 n..,,.........2,1j

i.e. 0Ea i

m

1i

1i 


, 0Ea i

m

1i

2i 


,  ………………., 0Ea i

m

1i

in 


                     (1)
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These n  equations are called the normal equations corresponding to the equations

(1). They can be solved like simultaneous equations for the n  unknowns
n21 x...,.........x,x .

If the common rank of the matrix of coefficients and the augmented matrix isn , we can get

a unique solution for
n21 x...,.........x,x .

EXAMPLE: Form normal equations and hence find the most plausible values of x  and

y  from the following equations:

01.3yx  , 03.0yx2  , 03.7y3x  , 97.4yx3  .

SOLUTION:

Here  2
01.3yxS  +  2

03.0yx2   +  2
03.7y3x 

                                                                      +  2
97.4yx3 

The normal equations are

0
x

S





 and  0
y

S





 01.3yx  +  03.0yx22   +  03.7y3x 

+  97.4yx33   = 0

and

 01.3yx   –  03.0yx2   +  03.7y3x3 

       +  97.4yx3   = 0

i.e.,      25y5x15 

and 01.29y12x5 

Solving these equations, we get 9997.0x  , 0009.2y   approx.

14.4 MERITS OF THE LEAST SQUARES:

1. This method is not affected by the personal prejudice and bias of the computer

since it is based on a mathematical equation.

2. It is possible to obtain trend values for all the items of the series.

3. This method gives us the most satisfactory results because the sum of the positive

and negative deviations of the actual plotted points from the trend line is zero and

the sum of squares of these deviations is the least.
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14.5 DEMERITS OF THE LEAST SQUARES

1) The method is quite tedious and time consuming as compared with other methods.

2) Even if a single item is added to the series, all calculations to be done afresh.

3) The most serious limitation of this method is the determination of the type of the

trend curve to be fitted.

14.6 PRINCIPAL OF LEAST SQUARES:

The principal of least squares provides us an analytical or mathematical device to

obtain an objective to fit the trend of the given time series. It is the most popular and widely

used method of fitting mathematical functions to a given set of observations. The curve

fitted by least squares method is the only technique which enables us to obtain the rate of

growth per annum, for yearly data, if linear trend is fitted. The various types of lines that

may be used to describe the given data in practice are:

1) A Straight line : y = a + bx

2) Second degree parabola: y = a + bx + cx2

14.7 FITTING OF LINEAR TREND

Let the straight line trend between the given time series values (y) and time (t) be

gien by the equation:

y = a + bt (1)

Then for any given time ‘t’, the estimated value y
e
 of y as given by this equation is

:

y
e
 = a + bt (2)

by using the principal of least squares consist in estimating the values of a and b in (1) so

that the sum of the squares of errors of estimate

E = (y-y
e
) 2

   =  (y-a-bt)2 (3)

is minimum,  the summation being taken over given values. This will be so if:

a

E




 = 0 = -2 (y-a-bt)
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 and                                                                                              (4)

b

E




 = 0 = -2t(y-a-bt)

which, gives the normal equations or least square equations for estimating a and b as

y =na+bt

ty = at+bt2                                           

 
                                    (5)

where n is the number of observations.

Solving equations (4) and (5) for a and b and substituting these values in equation (1), we

finally get the equation of straight line trend.

14.8 FITTING OF SECOND DEGREE PARABOLA BY THE

METHOD OF LEAST SQUARES

Let the second degree parabolic trend be given by the equation:

y = a + bt + ct2 (1)

Then for any given value of t, the trend value is given by

y
e
 = a + bt + ct2

Thus, if y
e 
is the trend value corresponding to an

 
observe value y, then according to the

prioncipal of least squares we have to obtain the value of a, b and c in equation (1) so that

E =  (y-y
e
)2

   =  (y-a-bt- ct2)2

is minimum for variations in a, b and c. Thus, the normal or least squares equations for

estimating a, b and c are given by:

a

E




 = 0 = -2 (y-a-bt- ct2)

and                                                                                              (2)
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b

E




 = 0 = -2t(y-a-bt- ct2)

c

E




 = 0 = -2t2(y-a-bt- ct2)

y = na + bt + ct2

 ty = at + bt2  + c t3                                              

 
                        (3)

t2y = at2 + bt3 + ct4

Solving equations (3) for a, b and c and substituting these values in equation (1),

we finally get the Parabolic curve.

EXAMPLE: Fit a straight line to the following data:

t: 0 1 2 3 4

y: 1 1.8 3.3 4.5 6.3

SOLUTION:  Let the straight line to be fitted to the data be

y = a + bt

Then the normal equations are

y = na + bt

ty = at + bt2
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t y ty t2 

0 

1 

2 

3 

4 

1 

1.8 

3.3 

4.5 

6.3 

0 

1.8 

6.6 

13.5 

25.2 

0 

1 

4 

9 

16 

Total 10 16.9 47.1 30 

 

Here n =5, t = 10

y = 16.9, ty = 47.1, t2 = 30

On substituting these values, the normal equations become

16.9 = 5a + 10b (1)

47.1 = 10a + 30b (2)

Solving (1) and (2), we get

a = 0.72

b = 1.33

Hence the equation of the line of best fit is

Y = 0.72 + 1.33t.

EXAMPLE: Fit a second degree parabola to the following data:

t: 0 1 2 3 4

y: 1 5 10 22 38
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SOLUTION:  Let the curve of best fit be

y = a + bt + ct2

Then the normal equations are

y = na + bt + ct2

ty = at + bt2  + c t3

t2y = at2 + bt3 + ct4

t y ty t2 t2 y t3 t4 

0 

1 

2 

3 

4 

1 

5 

10 

22 

38 

0 

5 

20 

66 

152 

0 

1 

4 

9 

16 

0 

5 

40 

198 

608 

0 

1 

8 

27 

64 

0 

1 

16 

81 

256 

10 76 243 30 851 100 354 

 Here n = 5

The normal equations become

76 = 5a + 10b + 30c (1)

243 = 10a + 30b + 100c (2)

851 = 30a + 100 b + 354 c (3)

after solving the equations, we get

a = 1.42, b = 0.26, c = 2.21.

Hence the equation of the curve is

y = 1.42 + 0.26t + 2.21t2.
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14.9 SELF ASSESSMENTS:

1) Explain the Principle of least squares. Also discuss their merits and de-

merits?

2) Find the most plausible values of x and y from the following equations.

045  yx 0532  yx

032  yx 0134  yx

3) Fit an equation of the form 2cXbXaY   to the data given below:

X: 1 2 3 4 5
Y: 25 28 33 39 46

4) Fit a straight line to the following data:
X: 1 2 3 4 6 8
Y: 2.4 3 3.6 4 5 6

************
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UNIT - IV LESSON - 15

LOGARITHMIC AND EXPONENTIAL CURVES

STRUCTURE:

15.1 Introduction

15.2 Objectives

15.3 Fitting of Logarithmic curve

15.4 Fitting of exponential curve

15.5 Summary

15.6 Self assessment

15.1 INTRODUCTION:

The method of line fitting by the Principle of Least squares is used quite often in the

trend analysis, particularly when one is interested in making projections for the future

times.

Sometimes it may happen that the original data is not in a linear form but can be

reduced to linear form by some simple transformation of variables. In this lesson we study

the fitting of curves reducible to polynomials by transformations.

15.2 OBJECTIVES:

On reading this lesson you should be able to know:

 About non- linear curves i.e. power curve.

 Exponential curves
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15.3 FITTING OF CURVES:

1) Fitting of a power curve:  Y = a Xb

Suppose we want to fit a power curve Y = a Xb …..(1) to a set of n pairs of

observations (X
i
, Y

i
), i  = 1 ,2,…………n

Taking logarithmic of equation (1) both sides we have

Log Y = Log a + b Log X

 U = A + bV,      Where U=Log Y, A=Log a and V=Log X

This is a linear equation in U and V .Thus, the normal equations for estimating

A and b are

  VbnAU

   2VbVAUV

On simplification of these equations, we get the values of A and b and conse-

quently, we get

a = antilog (A)

Substituting the values of a and b in equation (1), we get the fitted power curve.

2) Fitting of exponential curve of the form: Y= abX

Suppose we want to fit an exponential curve of the type

 Y = abX                                                         (1)

to a set of n pairs of observations (Xi,Yi), i= 1,2,3………….n

Taking logarithmic both sides of equation (1), we get

Log Y = Log (abX )

 = Log a+ X Log b

U = A+ BX,                                                                          (2)

Which is linear equation in X and U
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Where U = Log Y, A= Log a, B= Log b

The normal equations for estimating A and B are

  XBnAU

   2XBXAUX

On simplification of these equations, we get the values of A and B and

consequently a= antilog (A), b = antilog (B)

Finally, substituting the values of a and b in equation (1), we get the fitted an

exponential curve.

3) Fitting of an exponential curve of the form: Y= a
e
bX

Suppose we want to fit an exponential curve of the form

Y= a
e
bX (1)

to a set of n pairs of observations (Xi,Yi) ; i =1,2,……..n

Taking logarithm on both sides of (1), we get

log Y  =  log (a
e

bX)

log Y = log a + (b loge) X

 U= A +B X

Where U=log Y, A= log a and B= b loge

This in linear equation in X and U

The normal equations for estimating A and B are

  XBnAU

   2XBXAUX

On simplification of these equations, we get the values of A and B and consequently
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a = antilog (A), b =  
elog

B

Finally, substituting the values of a and b in equation (1), we get the fitted an

exponential curve.

EXAMPLE: Fit an exponential curve of the form Y=  abX    to the following data:

X:  1      2      3       4       5       6         7      8

Y: 1.0   1.2   1.8    2.5    3.6     4.7    6.6   9.1

SOLUTION: The exponential curve is

Y= abX

Normal equations are

  XBnAU

   2XBXAUX

Where U = log Y, A= log a and B =   log b
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X Y U=log Y UX X2 

1 

2 

3 

4 

5 

6 

7 

8 

1.0    

1.2 

1.8    

2.5   

3.6  

4.7 

6.6  

9.1 

0.000 

0.0792 

0.2553 

0.3979  

0.5563 

0.6721 

0.8195 

0.9590 

0.000  

0.1584  

0.7659  

1.5916 

2.7815  

4.0326  

5.7365  

7.6720  

1 

4 

9 

16 

25 

36 

49 

64 

X
=36 

Y =30.5 U =3.7393 UX
=22.7385 

 2X =204 

 

Substituting the values in the normal equations, we get

3.7393 = 8 A + 36 B

                                   (1)

22.7385 = 36 A+204 B (2)

Multiply equation (1) by 9 and (2) by 2 and then subtracting, we get

   -11.8233 = - 84 B

 B =  
84

8233.11
 = 0.1408

Put this value of ‘B’ in equation (1), we get

3.7393 = 8 A + 36 (0.1408)



162

 8 A = - 1.3295

  A = -0.1662 = 8338.1

   b = antilog (B) and a = antilog (A)

  b = 1.383 and a = 0.6821

Hence the required exponential curve is

Y = 0.6821(1.383) X

EXAMPLE: Fit the exponential curve Y= a
e

bX to the following data:

                X: 0                 2                 4

    Y: 5.012          10             31.62

SOLUTION: The equation to the curve can be written as:

log Y = log a + (b loge)X

U = A +B X

The normal equations are

  XBnAU

   2XBXAUX

X Y U=logy X2 XU 

0 

2 

4 

5.012           

10             

31.62 

0.7  

1.0  

1.5 

  

0 

4 

16 

0 

2 

6 

X  = 6  Y = 46.632 U = 3.2  2X = 20 UX = 8 

 
Substituting the values in the normal equations, we get
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3.2= 3 (A) + 6B (1)

8= 6(A) + 20B (2)

Multiply equation (1) by 2 then subtracting (2) from (1), we get

B = 0.2

Put the value of ’B’ in equation (1), we get

3.2= 3 A +6(0.2)

A = 0.666

 a = antilog (A) = 4.642

 b   =     
elog

B

 =     71828.2log

2.0

 =    
4343.0

2.0
= 0.46

Hence the equation of the curve fitted is

Y= 4.642
e

 (0.46) X

15.4 SUMMARY:

In this lesson, we read about

1) Exponential curves.

2) Power curve.

3)  Normal equations.
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15.5 SELF ASSESSMENT:

1) Fit an equation of the form Y = aXb to the following data

X:   4          5          6              7            8

Y:  146   174.8     209.4      250.8      300.6

2) In an experiment, in which the growth of duck weed under certain conditions was

measured, the following results were obtained:

Weeds(X): 1        2       3         4        5        6        7        8       9

No. of friends (Y):   21      31     53        78    136     212     327     551   1053

Assuming that the relationship of the form Y=ae
bX, find the best values of a and b

by the method of least squares.

3) Fit an equation of the form Y =  aXb   to the following data:

X:     7          9          11         13          15

Y:    58       254      690 1462     2666

**********
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UNIT - IV LESSON -16

MULTIPLE CORRELATION COEFFICIENT

STRUCTURE:

16.1 Introduction

16.2 Objectives

16.3 Multiple regression and their variables.

16.4 Multiple correlations.

16.5 Properties of multiple correlations.

16.6 Limitations.

16.7 Examples.

16.8 Summary.

16.9 Self Assessments.

16.1 INTRODUCTION:

So far we have considered correlation between two variates only. But often it is

necessary to finds correlation between three or more variates. For example, the statures

of men are influenced by those of all their ancestors, and the yield of grain is affected by the

amounts of different fertilizers used.

Whenever we are interested in the combined influence of a group of variates upon

a variate not included in the group, our study is that of multiple correlation.

In a multivariate population, the different variates may be mutually correlated and this

correlation will, in general, be influenced by the other variates of the population. To study

the relationship between any two variates, we have two methods.
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Firstly, we may consider only those members of the observed data in which the

other members have specified values.

Secondly, we may eliminate mathematically the effect of other variates on the two

variates under study.

Thus the aim of the theory of multiple correlation is to know how far the dependent

variable is influenced by the independent variables.

The correlation between two variates when the linear effect of the other variates in

them has been eliminated from both is called partial correlation.

16.2 OBJECTIVES:

The main objective of this Lesson is

 to study the multiple regression and their variables

 to find the correlation of more than two variables.

16.3 MULTIPLE REGRESSION AND THEIR VARIABLES:

Let us consider a distribution involving three variables X
1
, X

2
 and X

3
. Then the

equation of plane of regression of X
1 
on X

2
 and X

3
    is

         X
1
= 23.1a  + 23.12 Xb  + 32.13 Xb                                                         (1)

Where X
1
 is the dependent variable and X

2
,  X

3
 are independent variables and

23.1a , 3.12b   and  2.13b  are constants  whose values are to be estimated by the method of

least squares for values of X
1
, X

2
 and X

3
.

Since X
1
 varies partially in the variation of X

2
   and partially variation in the X

3
. So

we refer  3.12b  and 2.13b  as partial regression coefficient of X
1
 on X

2
  keeping X

3
 as

constant and of X
1
 on X

3
   keeping X

2
 as  constant respectively.

3.12b  and 2.13b  are regression coefficients of first order..

The quantity  23.1X  = X
1
– 23.12 Xb  – 32.13 Xb   is called error of estimate or

residual.

The other two equations are b

When X
2
 is dependent variable and X

1
 and X

3
 are independent variables is

 X
2
   =  13.2a  + 13.21 Xb + 31.23 Xb
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Similarly, the regression of X
3
 on X

1
 and X

2
  is

X
3
     =  12.3a  + 12.31 Xb  + 21.32 Xb

In the general case if n variables X
1
, X

2
, X

3
…………. X

n
, the equation of the plane of

regression of X
1 
on X

2
, X

3
…………. X

n 
is

X
1
 = 2.....34.12 Xb n  + 3.......24.13 Xb n  + ……………….. + nnn Xb 1........23.1 

The error of the estimate is given by

nX .......23.1   =    X
1
 – 2.....34.12 Xb n  – 3.......24.13 Xb n  – ………….. – nnn Xb 1........23.1  .

16.4 PRIMARY AND SECONDARY SUBSCRIPTS:

We used a point separating the subscripts in case of some quantities like x
1.2

, 1.2
etc. The subscripts preceding the point are called Primary Subscripts and the Subscripts

following the point are called Secondary Subscripts.

The number of the Secondary Subscripts used to denote a specific quantity is

referred to as Order. For instance

2.1x  is a residual of first order..

12r  is the correlation coefficient of zero order..

16.5 MULTIPLE CORRELATION ANALYSIS:

In multiple correlation it is assumed that the dependent variable is related to a

number of independent variables and the degree of association between the dependent

variable and a number of independent variable taken together is measured .For instance,

the yield of crop per acre say (X
1
) depends upon quality of seeds (X

2
), fertility of soil (X

3
)

fertilizer used (X
4
), the irrigation facility (X

5
), weather conditions (X

6
) and so on

X
1
 = X

2 
+ X

3
+ X

4
+ X

5
+ X

6

Here, X
1 
production is dependent variable and X

2, 
X

3
, X

4
, X

5
, and  X

6
 factors are

independent variables.

Whenever we are interested in studying the joints effects of a group of variables

upon a variable not included in that group, our study is that of multiple correlations and

multiple regressions. The multiple correlation coefficients is denoted by nR .........23.1 .

The subscripts of nR .........23.1  shows that the relation studied is between the

dependent variable X
1 
and the set of independent variables X

2, 
X

3
, X

4
, X

5
, and  X

6.
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In case of tri-variate the multiple correlation coefficients may be defined in terms

of simple correlation coefficient as given below:

R
1.23

 = 2
23

231312

2

13

2

12

1

2

r

rrrrr




, i.e. the multiple correlation between X

1 
on the one

hand and X
2
 and X

3
 on the other hand.

R
2.13

 = 2
13

231312

2

13

2

12

1

2

r

rrrrr




, i.e. the multiple correlation between X

2 
on the one

hand and X
1
 and X

3
 on the other hand.

R
3.12

 = 2
12

231312

2

23

2

13

1

2

r

rrrrr




, i.e. the multiple correlation between X

3 
on the

one hand and X
1
 and X

2
  on the other hand.

The range of multiple correlation coefficient lies between 0 and 1 i.e. it is non-

negative correlation.

EXAMPLE: Show that when R
1.23 

=1 then R
2.13 

=1

SOLUTION: we know that

2

23.1R = 2

23

231312

2

13

2

12

1

2

r

rrrrr





Since R1.23 =1

 1 =  2

23

231312

2

13

2

12

1

2

r

rrrrr





 231312
2

13
2

12 2 rrrrr   = 2
231 r

Also we know that

2
13.2R = 2

13

231312

2

13

2

12

1

2

r

rrrrr





From equation (1), we have
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2
13

2
12 rr   = 2

131 r 2313122 rrr

Substitute equation (3) in (2), we get

2
13.2R  = 2

13

231312231312

2

13

1

221

r

rrrrrrr





 2
13.2R  = 1

EXAMPLE: Prove that 2
23.1R  = 


















1

3
132.13

1

2
123.12 





rbrb

SOLUTION: 

















11

12

2

1
3.12

w

w
b




R.H.S = –
2

1




.
11

12

w

w









1

2
12 


r  +

3

1




. 
11

13

w

w









1

3
13 


r 

= 
   














2
23

3132211312132312

1 r

rrrrrrrr

= 2

23

231312

2

13

2

12

1

2

r

rrrrr





= 2
23.1R

=L.H.S

EXAMPLE: If  jiij XXcorrr , , Show that

(1)
2

3
312312  rrr

(2) 31
2

23

2
12

2

31231221 rrrrrr 
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SOLUTION:

(1) Let
 
x

XEX
X




*

, then

  0
2*

3

*

2

*

1  XXXE

 *

3

*

1

*

3

*

2

*

2

*

1

2*

3

2*

2

2*

1 222 XXXXXXXXXE     0

Since     1var **  ii XXE

  ijji rXXE **
, we get

0222111 312312  rrr


2

3
312312  rrr

(2)  Since 2
23.1R   1, we get

231312
2

13
2

12 2 rrrrr   = 2
231 r

 31
2

23

2
12

2

31231221 rrrrrr 

Proved.

THEOREM:  Prove that multiple correlation coefficient is

R
1.23

 = 2
23

231312

2

13

2

12

1

2

r

rrrrr





PROOF:

In a trivariate distribution X
1, 

X
2 
and X

3
 each has n observations. The         multiple

correlation coefficient of X
1
 on X

2
 and X

3
 usually denoted by R

1.23
, is the simple correlation

coefficient between X
1
 and the joint effect of X

2
 and X

3
 on X

1
. The estimated value of the

plane of regression of X
1
on X

2
 and X

3
   is

23.1e  = 23.12 Xb  + 32.13 Xb
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We have 23.1X  = X
1
– 23.12 Xb  – 32.13 Xb

 23.1X  = X
1
– 23.1e

Or 23.1e  = X
1
– 23.1X

Since X
1, 

X
2 
and X

3 
are measured from their respective means, we have

 1XE  =  2XE  =  3XE  = 0

 0)( 23.1 XE   and 0)( 23.1 eE

 23.1R  = 
 

   23.11

23.11,cov

eVXV

eX
(a)

Now  23.11,cov eX   =       23.123.111 eEeXEXE 

 =   23.11 ,eXE

=    23.111

1
XXX

n

=  2

1

1
X

n
 –  2

23.1

1
X

n

=  2

23.1

2

1   (b)

Also,

 23.1eV  =    2

23.123.1 eEeE 

=  2

23.1eE

=  2

23.11

1
 XX
n

=  2

1

1
X

n
 –  2

23.1

1
X

n
 = 2

23.1

2

1    (c)

and
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 1XV  =    2

11 XEXE 

=  2

1XE

=  2

1

1
 X
n

 = 2

1 (d)

On substituting (b), (c), and (d) in (a), we get

 23.1R  = 2
23.1

2
1

2
1

2
23.1

2
1

. 







Squaring both sides, we get

2

23.1R  = 2

1

2

23.11





 2

23.11 R = 2

1

2

23.1




 = 
11w

w

Where,

w   =  
1

1

1

3231

2321

1312

rr

rr

rr

=
231312

2
23

2
13

2
12 21 rrrrrr 

and 11w  = 
1

1

32

23

r

r
 = 2

231 r

 2

23.1R  = 
11

11

w

ww 
 = 2

23

231312

2

13

2

12

1

2

r

rrrrr





Hence
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R
1.23

 = 2
23

231312

2

13

2

12

1

2

r

rrrrr




Proved.

16.6 LIMITATIONS OF MULTIPLE CORRELATION

ANALYSIS:

1) Multiple correlation analysis is based on the assumption that the relationship between

the variables is linear. But in practice, most relationships are not linear but follow

some other pattern.

2) The effects of independent variables on the dependent variables are separate,

distinct and additive.

3) Linear multiple correlation involves a great deal of work relative to the results

frequently obtained. When the results are obtained, only well-trained in the method

are able to interpret them.

EXAMPLE: In a trivariate distribution,

6.012 r , 5.03123  rr

Find R
1.23

.

SOLUTION:

R
1.23

= 2
23

231312

2

13

2

12

1

2

r

rrrrr





 = 
       

 2

22

8.01

8.08.06.028.06.0





 =   
36.0

768.64.36.0 

=    .803.
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18.7 PROPERTIES OF MULTIPLE CORRELATION

COEFFICIENT:

1) The coefficient of multiple correlation always lies between 0 and 1.

2) If 23.1R  = 0, it means that X
1
 is completely uncorrelated with X

2
 and X

3
.

3) If 23.1R  = 1, this means association is perfect and all the regression residuals are

zero.

4) 23.1R  > 12r , 31r .

16.8 SELF ASSESSMENTS:

1) If r
12

 = 0.5, r
23

 = 0.3 and r
13

 = 0.6, Calculate multiple correlation R
2.13

, R
3.12

.

2) In a trivariate distribution

23.1R  =  









1

3
132.13

1

2
123.12 





rbrb

3) (a) Define a multiple correlation for a trivariate distribution. In the usual

notations, prove that

2

23.1R = 2

23

231312

2

13

2

12

1

2

r

rrrrr





(b) Show that R is always positive.

4) If 023 r , Prove that 2

31

2

12

2

23.1 rrR   and

  2
1

2
13

2
12

2
23.1 .1  rr   .

5) On the basis of observations made on 35 cotton plants the total correlations of

yield of cotton  1x , number of balls, i.e. seed vessels,  2x  and height  3x  are

found to be

863.012 r , 648.013 r  and 709.023 r .

Determine the multiple correlation 23.1R  and the partial correlation 3.12r  and 2.13r

and interpret your results.

*********
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UNIT - IV LESSON NO - 17

PARTIAL CORRELATION COEFFICIENT

STRUCTURE:

17.1 Introduction

17.2 Objectives

17.3 Partial Correlation coefficient

17.4 Limitations of Partial Correlation coefficient

17.5 Properties of partial correlation coefficient

17.6 Examples

17.7 Summary

17.8 Self Assessments

17.1 INTRODUCTION:

The correlation and regression coefficients discussed earlier measure the degree

and nature of the effect of one variable on another. While it is useful to know how one

phenomenon is influenced by another, it is also important to know how one phenomenon

is affected by several other variables.

It is often important to measure the correlation between a dependent variable and

one particular independent variable when all other variables involved are kept constant i.e.

when the effects of all other variables are removed. This can be obtained by calculating

coefficient of partial correlation.

For example, if we have three variables–yield of wheat, amount of rainfall and

temperature and if we limit our analysis of yield and rainfall to periods when a certain

average daily temperature existed or if we treat the problem mathematically in such a way



176

that changes in temperature are allowed for, the problem becomes one of partial correlations.

Thus partial correlation analysis measures the strength of the relationship between

Y and one independent variable in such a way that variations in the other independent

variables are taken into account.

A partial correlation coefficients is analogous to a partial regression coefficient in

that all other factors are “held constant”.

The basic distinction between multiple and partial correlation analysis is that whereas

in the former we measure the degree of relationship between the variable Y and all the

variables X
1
, X

2
,……..,X

n
, taken together, in the latter we measure the degree of

relationship between Y and one of the variables X
1
, X

2
,……..,X

n
, with the effect of all the

other variables removed.

17.2 OBJECTIVES:

The main objectives of this lesson are:

 to introduce the concept of partial correlation.

 to mention various properties of partial correlation.

17.3 PARTIAL CORRELATION COEFFICIENT:

Partial correlation coefficient provides a measure of the relationship between the

dependent variable and other variables. With the effect of the most of the variables eliminated.

If we denote by 3.12r  the coefficients of partial correlation between X
1
 and X

2

keeping X
3
 constant. We find that

   2

23

2

13

231312
3.12

11 rr

rrr
r






Similarly,

   2

23

2

12

231213
2.13

11 rr

rrr
r






where 2.13r  the coefficients of partial correlation between X
1
 and X

3
 keeping X

2
 constant.
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   2

13

2

12

131223
1.23

11 rr

rrr
r






where 1.23r  the coefficients of partial correlation between X
2
 and X

3
 keeping X

1

constant.

Thus, for three variables X
1
, X

2
 and X

3
 there will be three coefficients of partial

correlation each studying the relationship between two variables when the third is held

constant.

It should be noted that the value of a partial correlation coefficient is always

interpreted via the corresponding coefficient, partial determination, i.e. by squaring the

partial correlation coefficient. Thus, if X
1
, X

2
 and X

3
 represent sales, advertisement

expenditure and price respectively and we get 912.02
3.12 r , it means that more than 91

percent of the variation in sales that is not associated with price, is associated with

advertisement expenditure.

THEOREM: In a trivariate distribution, prove that Partial correlation between X
1
 and X

2

is given by

   2

23

2

13

231312
3.12

11 rr

rrr
r






PROOF:

The Partial Correlation between X
1
 and X

2
 in the trivariate distribution is the

correlation between X
1
 and X

2
 when the influence of X

3
 is eliminated. The residual is

denoted by 3.1X ,

3

3

1
1313.1 XrXX






Similarly,

3

3

2
2323.2 XrXX




 .
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The Partial Correlation Coefficients may be denoted by 3.12r

3.12r  =   
 

   3.23.1

3.23.1 ,cov

XVXV

XX
(1)

Now,

 3.23.1 ,cov XX  =   3.23.1

1
XX

N

= 

















 3

3

2
2323

3

1
131

1
XrXXrX

N 





= 2112 r  – 3113

3

2
23 



rr  – 3223

3

1
13 



rr  – 

2

32

3

21
2313 




rr

 =  23131221 rrr  (2)

 3.1XV  =  2

3.1

1
X

N

= 

2

3

3

1
131

1










 XrX
N 



= 2
1  – 3113

3

1
132 



rr  + 

2

32

3

2

12

13 



r

=  2

13

2

1 1 r (3)

Similarly,

  3.2XV  =  2

23

2

2 1 r  (4)

On substituting (2), (3) and (4) in (1), we get the desired result i.e.

   2

23

2

13

231312
3.12

11 rr

rrr
r






.
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THEOREM: For a trivariate distribution, Show that

2
23.11 R =     2

2.13
2

12 11 rr 

PROOF:

We know that

2
23.11 R  = 

11w

w
  (1)

We can easily see that

2

2.131 r = 
3311

2

131
ww

w
   (2)

On dividing (1) by (2), we get

2

2.13

2

23.1

1

1

r

R




 =  2

133311

33

www

ww



= 
  

    2

132312

2

12

2

23

231312

2

12

2

31

2

23

2

12

11

211

rrrrr

rrrrrrr





Hence

2
23.11 R  =     2

2.13
2

12 11 rr 

This proves the result.

17.4 LIMITATIONS OF PARTIAL CORRELATION

COEFFICIENTS:

1) The zero-order correlation must have linear regression.

2) The effects of the independent variables must be additively and not jointly related.

3) Partial analysis possesses the limitations of laborious calculations and difficult

interpretation even for statisticians.

17.5 Properties of Partial correlation coefficient:

1) Since each of the correlation coefficient 12r , 13r  and 23r  lies between  1. So,

also
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3.12r lies between  1.

2) If  3.12r  = 0 we have 12r  = 13r 23r    it means that 12r  will not be zero if X
3
 is

correlated with both X
1
 and X

3
.

3) The expressions for 2.13r  and 1.23r   can be similarly obtained as

   2

23

2

12

231213
2.13

11 rr

rrr
r






 and    2

13

2

12

131223
1.23

11 rr

rrr
r






4) Partial correlation coefficient helps in deciding whether to include or not an

additional variable in regression analysis.

5) If we assume

   =  
1

1

1

3231

2321

1312

rr

rr

rr

 and

          ij = Cofactor of the element in the ith row and jth column, then

3.12r  = 
2211

12




6) 3.12r  = 3.213.12 bb .

EXAMPLE: On the basis of the following information compute:

1) 1.23r  2) 2.13r  and 3) 3.12r

70.012 r ; 61.013 r ; 40.023 r

Solution:

                    2

13

2

12

131223
1.23

11 rr

rrr
r






Substituting the given values
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     22
1.23

61.017.01

61.07.04.0




r

         = – 0.048

  2

23

2

12

231213
2.13

11 rr

rrr
r






Substituting the given values

     22
2.13

4.017.01

4.07.061.0




r

= 0.504

  2

23

2

13

231312
3.12

11 rr

rrr
r






Substituting the given values

     22
3.12

4.0161.01

4.061.07.0




r

= 0.629.

Example:  Show that the correlation coefficient between the residuals 23.1x  and

13.2x  is equal and opposite to that between 3.1x  and 3.2x .

Solution: \we have

Cov( 23.1x , 13.2x ) =   13.232.1323.121

1
xxbxbx

N
 

Now, 013.2313.21  xxxx ;   2
13.213.22 xxx

 Cov( 23.1x , 13.2x ) =  2

13.2
3.12 x
N

b
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      = 2
13.23.12 b

Hence correlation coefficient between 23.1x  and 13.2x  is

r ( 23.1x , 13.2x )  = 
13.223.1

13.223.1 ),(cov


xx

= 
23.1

13.23.12


b

= 
3.1

3.2

2

3.2

3.23.1 .
),(cov





xx



= 
3.23.1

3.23.1 ),(cov


xx



=  – r ( 3.1x , 3.2x ).

Example: Prove that

  2
2.13

2
12

2
1

2
23.1 11 rr  

 =  2
2.13

2
2.1 1 r

Solution: we know that

2

23.1R  = 
11

1
w

w


2

23.11 R  = 2

1

2

23.1




Now, 2
23.1  =  2

23.1

1
X

n

 2
23.1n  =  2

23.1X



183

=   2.32.12.13
2
2.1 XXbX

= 











 2

2.12
2.1

2.32.1
2.131 X

X

XX
b

=   2
2.12.312.131 nbb

 2
23.1  =    2

2.1
2

2.131 r (2)

  2
2.132.312.13 rbb 

But   2
12

2
1

2
2.1 1 r  (3)

Thus from (2) and (3), we get the required result.

17.6 SELF ASSESSMENT:

1) Explain Partial correlation.

2) Distinguish between multiple and partial correlation.

3) Suppose that 5.034.12 r  and N= 41. Is the partial r significant? Also determine

95% confidence limits.

4) From the data relating to the yield of dry bark (X
1
), height (X

2
)  and girth (X

3
)  for

the 18 cinchona plants, the following correlation coefficient were obtained:

77.012 r , 72.013 r  and 52.023 r .

Find the partial correlation coefficient of 3.12r .

**********
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UNIT V LESSON-18

SCALES OF MEASUREMENT OF DATA

STRUCTURE:

18.1 Introduction

18.2 Objective

18.3 Classification of Measurement Scale

18.4 Summary

18.5 Self Assessment Questions

5.1 INTRODUCTION

In our daily life as we are said to measure when we use yardsticks to determine

weight, height, or some other features of a physical object. We also measure when we

judge  how  well  we like a song, a painting or the personality of our friends. We, thus,

measure physical objects as well as abstract concepts, measurement is a relatively

complex and demanding  taste, specially so when it concerns qualitative or abstract

phenomenon other examples of qualitative characteristic are taste, honesty, intelligence,

loyalty etc.

It is easy to assign numbers in respect of properties of some objects, but it is

relatively difficult in respect of others, for instance measuring such things as social

conformity, intelligence or marital adjustment is much less obvious and requires much

closer attention than measuring physical weight, biological age or a  person’s financial

assets. In other words, properties like weight, height etc can be measured directly with

some standard unit of measurement, but it is not that easy to measure properties  like
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motivation to succeed, ability to stand stress. For the meaningful assessment of the

qualitative characteristics it is  essential that they are also measured

5.2 QUANTITATIVE OF QUALITATIVE DATA:

Measurement is defined as a process of associating numbers or symbols to

observation  obtained in research study. These observation could be Qualitative or

Quantitative.

Most of the analysis can be conducted using Quantitative data. For example,

mean standard deviation etc. can be computed for Quantitate characteristics. Qualitative

characteristics can be counted and cannot be computed. Therefore the researcher must

have  a clear understanding of the type of characteristic or variable before collecting the

data.

The observations on Qualitative variables may also be assigned numbers. For

example we can record a person’s marital status as 1,2,3 or 4 depending on whether

the person is single, married, widowed or divorced. We an as well record ‘Yes’ or ‘No’

to a question as ‘O’ or ‘I’. In this artificial or nominal way, categorical data ( qualitative

or Descriptive) can be made into numerical data and if we thus code the various

categories, we refer to the numbers e record as nominal data.

Nominal Data is  numerical in name only because they do not share any of the

properties of the numbers we deal in ordinary aitthmatic. For instance if we record

marital status as 1,2,3 o4 r as stated above, we cannot write 4>2 or 3<4 or we cannot

write 3-1 = 4-2 = 4 or4÷2=2.

In those situations when we cannot do anything except setup inequalities, we

refer to the data as ordinal data for instance, if one mineral can scratch another, it

receives a higher hardness number and on Moh’s Scale the number from 1 to 10 are

assigned respect to tale, gypsum, calcite, fluorite, apatite, feldspar, quartz, topaz sapphire

& diamond with these numbers e can write 5>2 or 6<9 as apatite is harder then gypsum

and fledspar is softer than sapphire, bur we can’t write for example 10-9 =5-4 because

the difference in hardness between diamond and sapphire is actually much greater than

that  between apatite & fluorite, It would also be meaningless to say that topaz is twice

as har as fluorite simply because their respective hardness numbers on Moh’s scale are
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8 and 4. The gracler than symbol (i.e,>) in connection with ordinal data may be used

to designate ‘ happier than’ ‘ Preferred to’ & so on.

When in addition to setting up inequalities we can also form differences, we

refer to the data as interval data. Suppose we are given the following temperature

readings ( in degree Fahrenheit). 58º, 63º, 70º, 95º, 110º, 126º & 135º. In this case

we can write 100º>70º or 95º <135º which simply means that 100º is warmer than 70º

and that 95º is cooler than 135º. We can also write 95º-70º =135º-110º, since equal

temperature differences are equal in the scene that the same amount of heat is required

to raise the temperature of an object from 70º to 95º or from 110º to 135º.

When in addition to  setting up inequalities and forming differences we can also

from quotients (i.e. when we can perform all the customary operations of mathematics)

we refer to such data as ratio data. In this sense, ratio data includes all the usual

measurement length, height, money weight, volume, area, pressure etc.

The above stated distinction between  nominal, ordinal, interval & ratio data is

important for the nature of a set of data may suggest the use of particular statistical

techniques

18.2 OBJECTIVES:-

In this chapter

1)  An understanding of the four level of measurement that can be  taken

by researchers.

2)  The ability to distinguish between comparative & non- comparative

measurement scales.

3)  The basic too kit that can be used for the purpose of marketing research.

18.3 CLASSIFICATION OF MEASUREMENT SCALES

From  what has been stated above, we can write that scales of measurement

can be considered in terms of their mathematical properties. The most widely used

classification of measurement scales are

a)  Nominal Scale
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b) Ordinal Scale

c) Intrval Scale

d) Ratio Scale

a) Nominal Scale:- Nominal Scale is simply a system of assigning number symbols

to events in order to label them. The usual example of this is the assignment of numbers

of basketball players in order to identify them. Such numbes cannot be considered to

be associated with an ordered scale for their order is of no consequence; the numbers

are just convenient labels for the particulars class of events and as such have no

quantitative values. Nominal scale prove convenient ways of keeping trace of people,

objects and events. One cannot do much with the number involved.

Nominal scale is the least powerful level of measurement. it indicates no order

or distance relationship and has simply differences between things by assigning them to

categories. Nominal data is, thus, counted data. Nominal scale are very useful and are

widely used in survey and other ex-post-facto research when data is being classified by

major subgroups of the popn.

Ordinal Scale: The lowest level of the ordered scale that is commonly used is the ordinal

scale. The ordinal scale places events in order, but there is no attempt to make the intervals

of the scale equal in terms of some rule. Rank order represent the ordinal scales and are

frequently used in research relating to qualitative phenomena. A student's rank in his gradu-

ation class involves the use of ordinal scale one has to be very careful in making statement

about scores based on ordinal scales. For instance, if Ram's position is 40, it can't be said

that Ram's position is four times as good as that of Mohan's position. The statements

would make

 no sense at all. The ordinal scale only permit the ranking of items from highest to

lowest. Ordinal scale has no absolute values & the real difference between adjacent

ranks may not be equal.

Interval Scale:- Interval sales are numeric scales in which we know not only the order,

but also the exact differences between the values. The classic example of an interval

scale is celsius temperature because the difference between each value is the same. For

example, the difference between 60 and 50 degrees is a measurable 10 degrees, as is
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the difference between 80 & 70 degrees. time is another good example of an interval

scale in which the increments are known, consistent and measurable.

Interval Scale are good because the realm of statistical analysis on these data

sets open up. For example, central tendency can be measured by mode, median, or

mean standard deviation can also be calculated.

Like the others you can remember the key points of an ‘ Interval Scale’ practy

lasily. “ Interval” itself means “ Space in between”, which is the important thing to

remember interval scale not only tell us about order, but also about the value between

each item.

Here’s the problem with interval scale they don’t have “ True Zero”. it does not

have the capacity to measure the complete absence a trait or characteristic.

 Interval scales provide more powerful measurement than ordinal scale for

interval scale also incorporates the concept of equality of interval.

Ratio Scale:- Ratio Scale have an absolute or true zero of measurement. The term “

absolute zero” is not as precise as it as once believed to be. We can conceive of an

absolute zero of length & illy e can conceive of an absolute zero of time. For example,

the zero point on a centimeter scale indicates the complete absence of length or height.

Bit an absolute zero of temperature is theoretically unobtainable & it remains a concept

existing only in the scientist’s mind.

Ratio Scale represents the actual amount of variable, measures of physical

dimensions such as weight, height distance etc. are examples. generally, all statistical

techniques are usable with ratio scale and all manipulations that one can carry out with

real numbers can also be carried out with ratio scale values multiplication & division can

be used with this scale but not with other scales mentioned above.

18.4 SUMMARY:-

In summary, nominal variables are used to “ name”, or label a series of values

ordinal scales provide good information about the order of choices, such as in a

customer satisfaction survey. Interval scales give us the order of values & the ability to

quantify the difference between each other. Finally, Ratio Scale gives us the ultimate-

order, interval values, plus the ability to calculate ratios since a “ True Zero” can be

defined.
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Measurement is the process of mapping aspects of a domain on  to other

aspects of a range according to some rules of correspondence.

Different scales are device for different aspects of measurement in statistical

research these scales are classified on the basis of

a) Subject Orientation

b) response form

c)  Degree of Subjectivity

d) Scale properties

e) No. of dimensions

f) Scale constructions techniques

Spacing of scale construction techniques five main techniques are involved.

a) Arbitrary Approach

b) Consensus Approach

c) Item analysis approach

d) Cumulative Scale

e) Factor Scales.

All the scale falls into these domains and the objective of statistical research are

well served.

18.5 SELF ASSESSMENT QUESTIONS

Q1. Discuss the use of scale of measurements of data in statistics?

Q2. Write a short note on

a) Ordinal data

b) Nominal data

c) Ratio data

d) Interval data
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UNIT – V LESSON -19

INTRODUCTION OF ATTRIBUTES

STRUCTURE:

19.1 Introduction

19.2 Objectives

19.2 Notation and terminology

19.1 INTRODUCTION:

Normally statistical methods deal with quantitative data only. The quantitative data

may arise in two different ways

1. In the first place, the observer may measure the actual magnitudes of some variable

character for each of the objects or individuals observed. He may record, for

instance, the ages of persons at the time of marriage, heights of students, expenditure

of laborers of a factory, amount of agricultural production etc. Data regarding

such phenomenon is called statistics of variables.

2. In the second place, the observer may note the presence or absence of some

attribute in a series of objects or individuals. Sometimes each observation tells that

a particular quality or attribute is present or absent. Observations of this kind are

still amenable to statistical treatment, simply by counting or enumerating the number

of individuals in which a given quality is present and the number in which it is not

present. There are certain phenomena like blindness marriage, deafness etc which

cannot be measured. In such cases their presence or absence only can be studied.

The quantitative Character in such cases arises solely by counting. Such data are

called statistics of attributes.
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Literally an attribute means a quality or characteristic. Theory of attributes

deals with qualitative characteristics which are not amendable to quantitative

measurements and hence need slightly different statistical treatment from that of variables.

For example, according to the attribute “Blindness” the people of a particular

city may be classified into two classes.

1. The class of blind people

2. The class of non-blind people

The classification which divides a group into two classes according to one

attribute is called classification by dichotomy or simple classification. More than two

classes according to one attribute is called manifold classification. For example

according to the attribute “Hair colour” the population of a city may be divided into

different following classes:

1. Fair haired people

2. Red haired people

3. Brown haired people

4. Black haired people

If several i.e. more than two attributes are noted, the process of classification

may be continued indefinitely. Such type of classification may be called classification

as a series of dichotomies. For example, consider the two attributes viz “blindness

and deafness”. The people of a particular city may be first divided into two classes

according to the attribute “blindness and the each of these two classes may further be

classified according to the attribute “Deafness” and therefore, ultimately we have

following four classes.

1. The class blind and deaf people

2. The class of blind and non-deaf people

3. The Class of non-blind and deaf people

4. The class of non blind and non deaf people
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19.2 OBJECTIVES:

The objectives of the present lesson are

· to introduce the concept of attributes

· to aware about the notation and terminology of attributes.

· to know about the combination of attributes

19.3 NOTATION:

Suppose the population is divided into two classes, according to the presence

or absence of a single attribute.

The positive class, which denotes the presence of the attribute is generally

written in capital Roman letters such as A,B,C, etc. and the negative class, denoting

the absence of the attribute is written in corresponding small greek letters such as

,,,  etc. For example if A represents the attribute sickness and B represents

blindness, than   and   represent the attributes non-sickness (health) and sight

respectively. The two classes viz., A (possession of the attribute) and   (dispossession

of the attributes) are said to be complementary classes and the attribute   used in the

sense of not-A is often called the complementary attribute of A. similarly  ,  are the

complementary attributes of B, C respectively.

19.4 COMBINATION OF ATTRIBUTES:

Combination of attributes is denoted by combination of letters. Thus if ‘A’

denotes literacy and ‘B’ criminality, ‘AB’ will denote literacy and criminality and ‘ab’

will denote not literacy and not criminality. If we take third attribute C denotes

punishment then ‘ABC’ will denote the individual who is literate and criminal and got

the punishment.

‘ABg’ represent literate and criminal but not got punishment.

‘aBC’ represent a person who is illiterate and criminal and got the punishment etc.

19.5 DICHOTOMY:

If the universe or population is divided into two sub classes means the population

is split into two parts. The half of the members contains in one part and the rest of the
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members contained in second. In other words, the classes are complementary. There are

no more elements with respect to each of the attributes A, B, C etc. thus the division or

classification is said to be ‘dichotomous classification. The classification is termed manifold

if each class is further sub divided.

***********
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UNIT - V LESSON - 20

CLASS  FREQUENCY,  ULTIMATE  CLASS  AND

CONTINGENCY  TABLE

STRUCTURE:

 Introduction

 Objectives

 Class frequency and ultimate class frequency

 Contingency table

 Relation between class frequency

 Self assessments

20.1 INTRODUCTION:

In the previous lesson, we learnt about the meaning of attributes and various

notations and terminology but in the present lesson we will be know about the class frequency

and ultimate class frequency. What is contingency table and how to complete the table?

The number of observation or persons in different classes are called “class frequencies”.

The class frequencies are denoted by the class notation within bracket, like (A), (B), (),

(), (AB), (A), (), (ABC) etc

The order of a class depends upon the number of attributes specified. A class

having one attribute is known as the class of the first order, a class having two attributes is

known as second order class etc.
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20.2 CLASS FREQUENCY:

The number of individuals or units belonging to a class is known as its frequency.

For convenience and clear understanding, the frequency of a class is denoted by the letters

is a parenthesis representing that cell. For example, the frequency of the class AB is denoted

by (AB).

(A): denotes the number of items possessing A attribute

(): denotes the number of items not possessing A attribute

(B): denotes the number of items possessing B attribute

(): denotes the number of items not possessing B attribute

(AB): denotes the number of items possessing A & B attributes

(A): denotes the number of items possessing attribute A but not possessing B attribute

(): denotes the number of items not possessing A and B attributes

ULTIMATE CLASS FREQUENCY: The class of highest order is called ultimate

class and its frequency is called the ultimate class frequency. Thus in case of (n) attributes,

the ultimate class frequencies will be the frequencies of nth order. For example, the

class frequencies (ABC), (AB), (AC), (A), (BC), (C), (B) are the

ultimate class frequencies fo three attributes A, B, and C.

NUMBER OF CLASSES: The total number of classes formed on the basis of the

number of attributes studied can be known by 3n formula. Where ‘n’ stands for the

number of attributes studied. If only one attribute is studied, then there will be 31 or

only three classes (N,A, ). If three attributes are studied, then there will be 33=27

classes in all (N, A, B, C, , ,  , AB, AC, BC, A, A, B, , C, C, , ,

abc, AB, AC, A, ABC, B, C, ).

The attributes denoted by capital letters are called positive attributes such as

A, AB, BC, ABC etc. the attribute denoted by Greek letters are called negative

attributes such as (, , , ,) etc. classes having a combination of both positive

and negative attributes like A, B, B etc are called pairs of contrary classes.

For three attributes A, B and C, the combinations of attributes belonging to different

classes can be displayed in the following manner.
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                                                       N

  (A)                                      ()

                  (AB)                            (A)                        (B)                         ()

   (ABC)             (AB)       (AC)         (A)     (BC)       (B)     (C)         ()

Similar relations can be given N
, 
B,  and N

,
 C, 

20.3 ORDER OF THE CLASSES: - The total number of observations in the

universe or population is by N and is called the class of the order zero. If two attributes are

studied say A,B then A,B, , would be classes of the first order and AB, A, B, 

would be the classes of ultimate order .

The total number of classes of ultimate order is determined by the formula 2
n
,

where ‘n’ stands for the number of attributes studied. If two attributes are studied the

number of classes of ultimate order would by 2
2

 = 4. In case of three attributes, then

there would be 2
3

 = 8 classes of ultimate order.

This is illustrated below

No. of Classes

Frequency of the zero order N 1

Frequencies of the first order   - (A), (B), (C)

(), (), () 6

Frequencies of the second order-     (AB), (AC), (BC)

(AB), (A), (B)

(B), (C), (C)

(), (), () 12

Frequencies of the third order   -     (ABC), (BC), (AC), (A)

(AB), (B), (C), () 8

 Total       3
3

 =27
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Relation between Class Frequencies: All the class frequencies of various orders

are not independent of each other and any class frequency can always be expressed

in terms of class frequencies of highest order. Thus

N = (A) + () = (B) + () = (C) + () etc

Also, since each of these A’
S

 or ‘
s
 can either be B’

s
 or ’

s
, we have

(A) = (AB) + (A) and () = (B) + ()

Similarly (B) = (AB) + (B) and () = (A) + ()

(AB) = (ABC) + (AB) and (A) = (AC) + (A)

(B) = (BC) + (B) and () = (C)+( ) and so on

(A) = (AB) + (A) = (ABC) + (AB) + (AC) + (A)

()  = (A) + () = (AC) + (A) + (C) + (), etc

The frequencies can also be known with the help of a nine square table

 A   Total  

B  (AB)  (B) (B) 

  (A)  () () 

Total (A)  () N 

Vertical totals:

(AB) + (A) = (A)

(B) + () = ()

(B) + () =N

Horizontal totals

(AB)+ (B) = (B)

(A) + () = ()

(A) + () = N
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EXAMPLE: From the following ultimate class frequencies, find the frequencies of the

positive and negative classes and the total number of observations

(AB) = 100 (B) = 80

(A)   = 50 ()   = 40

SOLUTION:   We have to find out

N, (A), (B), () and ():

This can be found with the help of nine square table

 A 

  
 Total 

B 

 

  

(AB) 

100 

(B) 

80 

(B) 

180  

  (A) 

50 

() 

40 

() 

90 

Total  (A)   

150 

() 

120  

N 

270 

N= (A) + () = (AB) + (B) + (A) + ()

= 100+80+50+40

= 270

(A) = (AB) + (A) = 100+50 = 150

(B) =   (AB) + (B) = 100 + 80 = 180

() = (B) + () = 80 + 40 = 120

() = (A) + ()   = 50 + 40 = 90

EXAMPLE: Given the following frequencies of the positive classes. Find the frequencies

of   the ultimate classes:

(A) = 160, (B) = 200, (AB) = 140, N = 500
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SOLUTION: We have to find out (A), (B) and ()

(A) = (A)-(AB) = 160-140 = 20

(B) = (B)-(AB) = 200-140 = 60

() = ()-(B) = [N-(A)] - [(B)-(AB)]

  = N- (A) - (B) + (AB)

   = 500-160-200+140

  = 280

CLASS SYMBOLS AS OPERATORS :

Let us write symbolically

A.N. = (A)

Which means that the operation of dichotomizing N according to A gives the class fre-

quency equal to (A)

Similarly, we write

.N = ()

Adding, we get A.N. + .N = (A) + ()

=> (A + ).N = N

=> A + = 1

Thus in symbolic expression we can replace A by (1-) and by (1-A)

Similarly B can be replaced by (1-) and by (1-B) and so on

Dichotomizing (B) according to A, let us write

A. (B) = (AB)

Similarly B. (A) = (BA)

A (B) = B.(A) = (AB) = A.B.N which amounts to dichotomizing N according to AB.

For example () = . N = (1-A) (1-B). N = N-AN-BN+AB.N

       = N-(A)-(B) + (AB)

() =  .N = (1-A) (1-B) (1-C).N

 = N-AN-BN-CN+ABN+CAN+BCN-ABCN
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 = N-(A)-(B)-(C) + (AB) + (AC) + (BC)-(ABC)

(AB) = AB.N = AB (1-C) N = ABN-ABCN = (AB)-(ABC)

(BC) = BC.N = (1-A) BCN = BCN-ABCN= (BC)-(ABC).

EXAMPLE: Obtain all the ultimate class frequencies from the given data

N=23713, (A) =1618, (B) =2015, (C) = 770

(AB)=587,   (BC) = 428, (AC) =335, and (ABC) =156.

SOLUTION: For three attributes A, B and C the number of ultimate class frequencies in

23 =8.     So one of them (ABC) is given. The remaining are

(AB), (AC), (BC), (A), (B), (C), ()

Now (AB) = (AB)-(ABC) = 587-156 = 431

(AC) = (AC)-(ABC) = 335-156 = 179

(BC) = (BC)-(ABC) = 428-156 = 272

(A) = A. N = A (1-B) (1-C) N = (A) - (AB)-(AC) + (ABC)

= 1618-587-335+156 =852

(B) = (B)-(AB)-(BC) + (ABC)

= 2015-587-428+156 =1156

(C) = (C) - (AC)-(BC) + (ABC)

= 770-335-428+156=163

() = N - (A) - (B) - (C) + (AB) + (BC) + (AC) - (ABC)

= 237.3 – 1618 – 2015 –770 + 587 + 428 + 335 –156

= 20504.

20.5 Summary: In this lesson we have discussed

ATTRIBUTES: Qualitative characteristic are called as attributes

POSITIVE ATTRIBUTES: The presence of attributes is called positive attributes and

denoted by capital letter A, B, C etc
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NEGATIVE ATTRIBUTES:  The absence of attributes is called negative attribute and

denoted by Greek letter , ,  etc

CLASS FREQUENCY: - The number of observation assigned to any class is called

frequency. It   is written by enclosing the class symbols in brackets such as (A), (AB) etc.

ULTIMATE CLASS FREQUENCY: - The class specified by n attributes i.e. those of

the   highest order are called ultimate class frequency .

20.6 SELF ASSESSMENTS:

1. With three attributes A, B, and C, write down

a) Number of positive class frequencies

b) Number of ultimate class frequencies.

c) Number of all the class frequencies.

d) All the class frequencies in symbols.

2. Given that (AB) = 150, (A) = 230, (B) = 260, () = 2340. Find all other

frequencies and the value of N.

3. Given following ultimate class frequencies. Find the frequencies of positive classes.

(ABC) = 149, (AB) = 738, (AC) = 225, (A) = 1196,

(BC) = 204, (B) = 1762, (C) = 171 and () = 21842

*********
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UNIT - V LESSON-21

CONSISTENCY  OF  DATA, CONDITIONS  OF

CONSISTENCY  OF  DATA

STRUCTURE:

 Introduction

 Consistency of data

 Conditions for consistency of data

 Examples

 Summary

 Self Assessments

21.1 INTRODUCTION:

In the lesson-26 of attributes, we learnt about class frequency, ultimate class and

contingency table.

In the present lesson we will study about consistency of data and its conditions.

The statistics of attributes are obtained by counting and therefore no class frequency

can be negative. If any class frequency has a negative value, data are said to be inconsistent.

Such inconsistency may be due to wrong counting or inaccurate or subtractions or may be

due to misprints.

21.2 CONSISTENCY OF DATA :

The data are said to be consistency if any of the ultimate frequency associated with

the same population is not negative. Hence, the data are said to be inconsistent if they lead

to any frequency obtained by the relations among frequencies as negative. Also no higher

order class can have a greater frequency than the lower order class frequency.
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It should be, however, remembered that consistency of data is no proof of accurate

counting or printing, though the inconsistency of data is a sure proof of data being incorrect.

To find out consistency of data, ultimate class frequencies should be found out, because of

there is any inconsistency, one or more ultimate class frequencies will be negative.

For instance if (A) = 40, (AB) =42, So (A) and (AB) are inconsistent as (AB) cannot be

greater than (A) if they are observed from the same population.

On the basis of there consideration, it can be stated that “The necessary and

sufficient condition for consistency of a set of independent class frequencies is that no class

frequency must be negative”.

21.3 CONDITIONS FOR CONSISTENCY OF DATA :

When the data pertaining to one or single attribute A, we have conditions of

consistency are as follows

1) (A) > 0

2) () > 0 N > 0

  (1-A) N> 0

 N-AN0

 N-(A)  0 or (A) < N

When the data pertaining to two attributes viz A and B, the conditions of consistency

are:

i) (AB) > 0

ii) (A) > 0  (AB) < (A)

iii) (B) > 0  (AB) < (B)

iv) () > 0  N > 0 = (1-A) (1-B) N>0

 N-AN-BN+ABN > 0

 N-(A)-(B) + (AB) > 0

 (AB) > (A) + (B)-N
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When the data pertaining to three attributes viz A, B, and C then condition of

consistency are

1) (ABC) > 0

2)  (AB) > 0  (ABC) < (AB)

3) (AC) > 0  (ABC) < (AC)

4) (BC) > 0  (ABC) < (BC)

5) (A) > 0  (ABC) > (AB) + (AC)-(A)

6)  (B) > 0  (ABC) > (AB) + (BC) - (B)

7) (C) > 0  (ABC) > (AC) + (BC) - (C)

8)  () > 0  (ABC) < N - (A)-(B)-(C) + (AB) + (BC) + (AC)

Since (ABC) > 0 and () > 0, we have

(AB) + (BC) + (AC) > (A) + (B) + (C) - N

Similarly (ii) and (vii)  (AC) + (BC) - (AB) < (C)

(iii) and (vi)  (AB) + (BC) - (AC) < (B)

(iv) and (v)  (AB) + (AC) - (BC) < (A)

EXAMPLE: consider the following data for two attributes A and B and test its consistency

(A)= 80 () = 280 (AB) = 50 N=400

SOLUTION: To test the consistency, we have to prepare the following table using the

relations between class frequencies and ultimate class frequencies.

A  Total

B (AB) 50 (B) 70 (B) 120

 A () 250 (B) 280

Total (A) 80 () 320 N 400

(B) = N-() = 400-280 =120

(B) = (B) - (AB) 120-50 =70

() = N-(A) = 400-80=320

() = () - (B) = 320-70 = 250
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(A) = (A)-(AB) = 80-50 = 30

Since all the ultimate class frequencies are positive, so the data is consistent.

EXAMPLE: Consider the following data for two attributes A and B and test its consistency

N = 400 (A) = 80 (B) =120 (AB) =130 () = 330

SOLUTION: To test the consistency, we have to prepare the following table by using the

relation between class frequencies and ultimate class frequencies.

A a Total

B (AB) 130 (aB) -10 (B) 120

 (A) -50 () 330 () 280

Total (A) 80 () 320 N 400

(B) = (B) - (AB) = 120-130 = -10

(A) = (A) - (AB) = 80-130 = -50

() = N- (A) = 400 - 80 = 320

() = N - (B) = 400-120 = 280

in the above table, we note that the ultimate frequencies of (B) and (A) are negative.

Hence the given data are inconsistent.

EXAMPLE:  A market investigator returns the following data of 1000 people consulted,

811 likes chocolates, 752 liked toffee and 418 liked boiled sweets, 570 liked chocolates

and toffee, 356 liked chocolates and boiled sweets and 348 like toffee and boiled sweets,

297 liked all three. Show that this information as stands must be incorrect.

SOLUTION: Let A be denoted for liking of chocolates, B be denoted for liking of toffee,

C be denoted for liking of boiled sweets, then

N=1000,    (A) =811, (B) =752,    (C) = 418,

(AB) = 570,        (AC) = 356,   (BC) = 348, (ABC) = 297

Let us find out from the given data, whether any of the ultimate class frequency is negative

(BC) = (BC)-(ABC) = 348-297 = 51

(AB) = (AB) - (ABC) = 570-297 = 273

(AC) = (AC) - (ABC) = 356-297 = 59



(A) = (A) - (AC) = (A) - (AB) - (AC)

= 811-570-59

= 182

(C) = (C) - (BC) - (C) = 418-348-59 = 11

(B) = (B) - (AB) - (BC) = 752-570-51 =131

() = N - (A) - (B) - (C) + (AB) + (BC) + (AC) - (ABC)

 = 1000-811-752-418+570+348+356-297

= -4

Since () is negative. Hence data are inconsistent.

PROBLEM:  Given that (A) = () = (B) =  = N/2

Prove that (AB) = () and (A ) = (B)

SOLUTION: (A) = (AB) + (A )

(B) = (AB) + (B)

            As (A) = (B)

Hence (AB) + (A) = (AB) + (B)

  (A) = (B)

(A) = (AB) + (A)

()  = (B) + ()

As  (A) = ()  (AB) + (A  ) = (B) + ()

But  (A ) = (B)

Thus (AB) + (B) = (B) + ()

  (AB) = () Proved.

PROBLEM: Given that

(A) = () = (B) = ( ) = (C) = () = N/2

and (ABC) = ()

Prove that       i) 2(ABC) = (AB) + (BC) + (AC) -N/2

            ii) () = N/2-1/2 {(A ) + (B ) + (C)



SOLUTION: (i) () = (AB) + (AC) + (BC) - (A) - (B) - (C) + N - (ABC)

Or      (ABC) = (AB) + (AC) + (BC) - (A) - (B) - (C) + N - (ABC)

 (ABC) =()

 2 (ABC) = (AB) + (AC) + (BC) - (A) - (B) - (C) + (N)

 2(ABC) = (AB) + (AC) + (BC) - N/2 - N/2 - N/2 + N

 2 (ABC) = (AB) + (AC) + (BC) - N/2 Proved.

(ii) () = (AB) + (AC) + (BC) - (A) - (B) - (C) + N - (ABC)

() + (ABC) = (AB) + (AC) + (BC) - (A) - (B) - (C) + N

2() = {(A) - (A)} + {(C) - (C)} + {(B) - (B)} - (A)-(B)-(C) +N

            2() = - (A)-(C)-(B) +N

          () = N/2-1/2{(A) + (C) + (B)}.      Proved.

PROBLEM:    Show that if

N

)A(
= X,  

N

)B(
 = 2X, 

N

)C(
= 3X

   and

N

)AB(
= 

N

)BC(
= 

N

)CA(
 = YY

Then the value of neither X nor Y can exceed ¼ .

SOLUTION: Conditions of consistency are:

(AB) (A)

 NY    NX

 Y  X (1)

Also (BC)   (B) + (C) - (N), dividing b/s by N, we get

N

)BC(


N

)B(
+

N

)C(
-1

 Y   2X + 3X -1
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 Y   5X -1

5X -1   YY (2)

From (1) and (2) we get

5X-1   X

 5X-X   1

 4X   1

 X   ¼ (3)

From equation (1) and (3), we conclude that

Y   X   ¼. Hence proved.

21.4 SUMMARY:

In this lesson we read about consistency and inconsistency of the data :

Consistency means all the class frequencies are positive when they observed from

the same population

Inconsistency means a set of class frequencies which do not conform to the same

population and provide contradictory statement. In other words if any class frequencies

are negative then the data are inconsistent. The various conditions for the consistency are:

i) (A)  0

ii) ()  0 (A)   N

iii) (AB)  0

iv) ()  0      (AB)    (A) + (B) -N

v) (ABC)  0

vi) ()  0

             (ABC)  N-(A)-(B)-(C) + (AB) + (BC) + (AC), etc.
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21.5 SELF ASSESSMENTS:

1. What do you understand by consistency of given data? How do you check it?

2. From the following three cases find out whether the data are consistent are not.

1) (A) = 100 (B) =150     (AB) = 60    N=500

2) (A) = 100   (B) =150      (AB) = 140   N=500

3) (A) = 600 (B) = 500    (AB) = 50    N= 1000

3. A Student reported the results of a survey in the following manner, in terms of the

usual notations:

N=1000, (A) = 525 (B) = 312 (C)= 470 (AB) = 42 (BC) = 86 (AC) = 147

and (ABC) = 25

4. Show that for n attributes A
1
, A

2
 - - - - - - -A

n

(A
1,
 A2.................A

n
) > (A

1
) + (A

2
) +...............+ (A

n
)-(n-1) N

Where N is the total number of observations.

*********
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Unit - V Lesson 22

Association of attributes and independence

STRUCTURE

 Introduction

 Objectives.

 Association of attributes

 Independence of attributes.

 Coefficient of Association.

 Summary.

 Self assessments.

22.1 INTRODUCTION:

In the present lesson, we study about the association of attributes which measure the

relationship between two such phenomena whose size cannot be measured and where we

can only find out the presence or absence of an attribute.

In correlation analysis we study the relationship between two variables whose values can

be measured. Similary, in case of association we study the relationship between two

atrributes.

The study of association can be done by any one of the following methods:

i) Comparison of actual and observed frequencies.

ii) Comparison of various proportions and products.

iii) Comparison of Yule’s coefficient of Association.
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iv) Calculation of coefficient of contingency.

22.2 OBJECTIVES:

After reading this lesson you should be able to:

i) Understand the concept of independence of attributes.

ii) Understand various forms of independence

iii) Know the concepts of association and its various conditions.

22.3 ASSOCIATION OF ATTRIBUTES:

Statistical data are generally of two types. One that can be measured quantitatively,

e.g., height, weight etc. and other which cannot be measured in figures. e.g. deafness,

dumbness etc. It is desired to investigate the relationship between the data of a descriptive

character- known association attributes, the method of association is resorted to.

The word ‘Association’ has a technical meaning in Statistics. Two attributes are

said to be associated, if they appear together in a larger number of classes than is to be

expected if they are independent. In other words, two attributes A and B are said to be

associated if they are not independent but are related in some way or the other.

22.4 TYPES OF ASSOCIATION:

There can be three types of association between the attributes.

i) POSITIVE ASSOCIATION: when two attributes are present or absent together

in the data, they are said to be positively associated. In such cases, the actual

frequency is more than the expected frequency . Such association is found between

literacy and employment, smoking and cancer, vaccination and immunity from a

disease etc.

ii) NEGATIVE ASSOCIATION: When the presence of attributes causes absence

of another attributes, they are said to have negative association between them. In

such cases, the actual frequency is less than the expected frequency.

iii) INDEPENDENCE: When two attributes do not have any tendency to be present

together, or one’s presences do not cause absence of the other attributes, two
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attributes are regarded as independent. In such a situation the actual frequency is

equal to the expected frequency.

22.5 INDEPENDENCE OF ATTRIBUTES:

Two attributes are said to be independent if there exists no relationship of any kind

between them. If A and B are independent, we expect:

i) The same proportion of A’s amongst B’s as amongst ’s.

ii) The proportion of B’s amongst A’s is same as that amongst the ’s.

Mathematically, it can be expressed as,

 
 

 
 



A

B

AB
(1)


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 
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Similarly, (ii) gives

 
 

 
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
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A
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
 
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
 
 

 
 





A

A

Again from (i) and (ii), we have

 
 

 
 



A

B

AB

  
   
   


B

AAB
=  

 
N

A

and

 
 

 
 



B

A

AB


   
   


A

BAB

=
 
N

B
=  

   
 AN

ABB




=  
 
 
B

Since we know that

 
 

 
N

B

A

AB


     
N

B.A
AB  (2)

Dividing both sides by N, we get

     
N

B

N

A

N

AB
.
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Thus equation (2) leads to the rule that if two attributes A and B are independent,

the frequency of AB in the population under consideration is equal to the product of

frequencies of A and B divided by the total frequencies.

22.6 METHOD OF COMPARISON OF OBSERVED AND

EXPECTED FREQUENCIES:

When association between two attributes is found by appling this method , the

actual frequency is compared with the expected frequency . Thus, in order to find out

association between the two attributes, it becomes necessary to find out the expected

number of their simultaneous occurrence.

Therefore, the expected frequency of a particular event is:

nsobservatioofnumber
casesofnumberTotal

casesfavourableofNumber


Thus, if a coin is tossed the probability that it will fall head upward in the 100

such tosses is. On the basis of this theory the probability of (A) is  
 
N

A
  and that of (B)

is
 
N

B
.

The combined probability of (A) and (B) is  
 
N

A
 

 
N

B
 .

The expectation of (A) and (B) jointly is  
 
N

A
 

 
N

B
 . N or  

  
N

B.A

 E (AB) =  
  

N

B.A

Similarly, the expectation of     =  
  

N

. 
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In the same way expected frequencies can be found out for others also.

The association is positive if E (AB) >  
  

N

B.A

The association is negative if E (AB) <   
  

N

B.A

The association is independent if E (AB) =  
  

N

B.A
.

EXAMPLE: Show that A and B are independent, positively associated or

negatively associated in the following cases:

1) N = 300, (A) = 48, (B) = 100 and (AB) = 16

2) N = 120, (A) = 24, (B) = 100 and (AB) = 52

3) N= 400, (A) = 150, (B) = 200 and (AB) = 50.

SOLUTION:

1) The expected frequency of (AB) is 
  

N

B.A
 =  16

300

10048




 This is equal to the actual frequency of (AB). Hence A and B are independent.

2) The expected frequency of (AB) is  
  

N

B.A
 = 20

120

10024




 The actual frequency of (AB) is 52, which is greater than the expected frequency of

(AB). Hence A and B are positively associated.

iii) The expected frequency of (AB) is 
  

N

B.A
 =  75

400

200150




The actual frequency of (AB) is 50, which is less than the expected frequency of (AB).

Hence A and B are negatively associated.
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22.7 ALTERNATIVE METHOD TO FIND ASSOCIATION, IF

ULTIMATE CLASS FREQUENCIES ARE GIVEN:

If all the ultimate class frequencies are given, the association can be found out

by the following formulae:

   AB  =    BA  ,  No Association.

   AB  >     BA   ,    Positive Association.

   AB  <    BA  ,  Negative Association.

EXAMPLE: In an anti- malaria campaign in a certain area quinine was administrated to

812   persons out of a total population of 3248.

 The number of fever cases is shown below:

Treatment                     Fever           No Fever

              Quinine                       20                 792

 No- quinine                220               2216

Discuss the usefulness of quinine in checking malaria.

SOLUTION: Denoting A for quinine treatment

                                  for the No quinine

                                B for attack of fever

                                 for no attack of fever. Then

         B      Total

A (AB)        20  (A  )       792 (A)     812

 ( B)        220  ( )      2216 ( )     2436

Total  (B)      240   (  )         3008 N 3248

To test association, (AB)      = (A  )     B
                       20   2216 = 220   792

                            44320 = 174240
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Since 44320 < 174240, thus there is negative association between A and B. It

means that the quinine treatment is not useful in checking malaria.

22.8 YULE’S COEFFICIENT OF ASSOCIATION:

The above discussed method of finding association, between atrributes is simple

but it only gives a rough idea about their association. The degree of association cannot be

found out. To know the extent of association between two attributes, Prof. Yule has given

a formula. In this formula the coefficient of association is denoted by ‘Q’. The formula is

Q =  
     
     BAAB

BAAB




The coefficient of association ‘Q’ varies between 1. And it is interpretated like

coefficient of correlation. If the result is 0, there is no association between two

attributes, when the result is + 1, there is perfect positive association and in case of - 1,

there is perfect negative association.

EXAMPLE: In an assortative study, to find whether tall husbands tend to marry tall

wives, the following information about the wives of 125 tall and 125 short statured

husbands was published,.

Tall husbands                Short Husbands

Tall wives                56                                13

            Short wives             11                                45

Find the coefficient of association between the stature of wives and husbands.

SOLUTION: Let A denote tall husbands

   denote short husbands

B denote the tall wives

 denote the short wives.

Thus, the given combinations are

(AB) = 56, (A  ) = 11, ( B) = 13, (  ) = 45
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Therefore the coefficient of association (Q) =  
     
     BAAB

BAAB




 Q = 
13114556

13114556




 = 0.892

It shows that a very high degree of positive association between statures of

husbands and wives.

22.9 SUMMARY:

In this lesson we have studied about the independence of attributes, association

of attributes andcoefficient of association,

i) Independent if (AB) = 
  

N

B.A

ii) Positively associated if (AB) >  
  

N

B.A

iii) Negatively associated if (AB) <   
  

N

B.A
.

iv) Yule’s coefficient of association is Q =
     
     BAAB

BAAB




.

22.10 SELF ASSESSMENTS:

1) Find if A and B are independent, positively associated or negatively associated, in

each of the following cases:

i) N = 1000, (A) = 470, (B) = 620 and (AB) = 320

ii) (A) = 490, (AB) = 294, ( ) = 570 and ( B) = 380

iii) (AB) = 256, ( B) = 768, (A  ) = 48 and ( ) = 144.
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2) From the following data, discuss if the colour of son’s eyes is associated with that

of father’s.

   Eye color in Son

Not light Light

Eye colour in Father Not light    230 148

Light    151 471

3) What is association of attributes? Write a note on the strength of association and

how it is measured?

4) The following data relate to literacy and unemployment in a group of 500 persons.

You are required to calculate Yule’s coefficient of association between literacy and

unemployment and interpret it.

                             Illiterate unemployed 220

                              Literate employed 20

                              Illiterate employed 180

**********


