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Objectives:  To train the students of Sociology in basic statstitethods which are
applicable in Sociological problems and data analyses.cblrse also
intends to acquaint the students with the differentguter applications
and their use in the Research.

UNIT-I Quantitative Methods and Survey Research

Measures of Central tendency : Mean, Median and Modenéeic
Mean and Harmonic Mean; Measurement and Scaling; Rigjiaioid
Validity in quantitative Research.

UNIT-1I Statistics in Social Research

Measures of Dispersion Standard Deviation, Quartile Deviation, and
Mean Deviation; Correlation Analysis, Regressionalgsis & their
Relationship; Association of Attributes.

UNIT-1II Sampling and Statistical Tests

Meaning and Methods of Sampling; Procedure of testing@hgpis;
Tests of Significance - Student’s t-test, f-test@hdsquare test.

UNIT-IV Computer Application

Statistical data and use of Computers, Introdutionimol®Ws Operating
System; M-S Word, MS-Excel, M.S. Power Point, Intrctebn to MS
Office
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NOTE FOR PAPER SETTING :
The question paper will consist of three sections A, B@nd

Section Awill consist of eight long answer type questj two from each unit with
internal choice. The candidates is required to anamyefour questions selecting one from
each unit. Each questions carriers 12 Marks (12x4=48 jnarks

Section B will consist of eight short answer type qaestwo from each unit with
internal choice. The candidate is required to answgifour questions selecting one from
each unit. Each question carriers 6 marks (6 x4=24 parks

Section C will consist of eight objective type questiohene mark each. The
candidate is required to answer all the eight questianal weightage will be of

1 x 8 = 8 marks.
PRESCRIBED READINGS:

1. Agarwal, B.L. 2000Basic StatisticdNew Delhi: New Age International (P) Limited
Publisher.

2. Argyrous, G. 1997Statistics for Social Researddew York: Mc Millan Press
Ltd.

3. Bohrnstedt, George W. & David Knoke. 198thtictics for Social Data Analysis,
ITASCA: F.E. Peacock Publishers.

4.  Druchman. D (2005), Doing Research, Sage Publicatewm,Délhi.
5.  Elit Jane (2005) Using Narrative in Social Rese&elge Publication, London.

6. Goods, W.J. & Hatt, P.K. 198Methods in Social ResearcNew York: Mc
Graw Hill.

7. Gupta, S.C. 198Fundamentals of StaticticBombay: Himalayan Publishing
House.

8. Gupta, S.P. 2004&tatistical Methodd\ew Delhi: Sultan Chand and Sons.

9. Healey, Joseph H. 1998tatistics: A Tool for Social Researdbalofornia:
Wadsworth Publication Co.

(i)



10.
11.

12.

13.
14.

15.

16.
17.

18.
19.
20.

21.

22.

23.
24,
25.

26.

27.

Kanji, Gopal K. 1999100 Statistical Testd\ew Delhi: Sage Publications,

Majumdar P.K. (2005) Research Methods in Social Sdgeko& Books, New
Delhi.

Majumdar, P.K. 2005tatistics : A Tool for Social Sciencbigw Delhi: Rawat
Publications.

Mcneill & Chapman (2005) Research Methods Routledge drond

Mueller & J.H. and Schuessler Karl. F. 196thtistical Reasoning in Sociology,
New Delhi: Oxford and IBH Publications.

Nachmias, C.F. and D. Nachmias. 19Résearch Methods in Social Sciences,
Arnold.

Neuman, W. Lawrence, 1997, Social Research MethodsgABaton, London.

Ram, B. 2000Computer Fundamentalslew Delhi: New Age International (P)
Limited Publishers.

Sarantakos. S. (2005) Social Research, Palgrave Mo MNlew York.
Scale, Clive (ed) 2004, Social Research Methodeal&, Routledge, London.

Shelvin and Miles. 200Applying Research & Correlation: A Guide to Students
and Researcherblew Delhi: Sage Publications.

Sjoberg and Nett, 1992 A Methodology for Social ReseamiaRPublication,
Jaipur.

Smith, Gray: 1998ntroduction to Statistical Reasoningew York : Mc Graw-
Hil.

Srivastava 2004, Methodology and Field Work, OUP, New Delhi
Vaus, D.A. DE (2002) Surveys in Social Research, Raiatr]

Xavier, C. 2002ntroduction to Computers and Basic ProgrammiNgw Delhi:
New Age International (P) Limited, Publishers.

Yadava, Surender & Yadava, K.N. S. 1&atistical Analysis for Social Sciences,
New Delhi: Manak Publications.

Young, P.V. 196%cientific Social Survey and Reseandew Delhi: Prentice
Hall.

(ii)



CONTENTS

Unit Lesson Topic Page No.
No.
I. Quantitative Methods and Survey Research
1. Measures of Central Tendency : Mean, 1
Geometric Mean, Harmonic Mean
2. Median and Mode 23
3. Measurement and scaling in Quantitative Research 39
4. Validity and Reliability 52
Il. Statistics in Social Research
5. Measures of Dispersion : Range, Interquartile 58
Range, Quartile Deviation, Mean Deviation
Standard Deviation, Co-efficient of Variation
6. Correlation Analysis 86
7. Regression Analysis and their relationship 107
8. Association of Attributes 129
lll. Sampling
9. Meaning and Methods of Sampling 153
10.| Procedure of Testing a hypothesis, 175
11.[ Tests of significance — Student's T-test 179
12.| Chi Squarey) Test 197
13. F-Test 212
IV. Computer Applications
14. Introduction to Computer Operating System 232
15. Word Processing ( Ms Word) 258
16. Introduction to Microsoft Excel XP ( Ms Excel) 280
17. M.S Powerpoint 295
18. Introduction to MS Office 349

(iv)



Course No. : SOC-C-302

Lesson No. 1

Unit - | MEASURES OF CENTRAL TENDENCY  Semester-lli
STRUCTURE
1.1 Introduction
1.2  Objectives
1.3  Concept of Central Tendency
1.4 Different Measures of Central Tendency
1.5  Arithmetic Mean
1.5.1 Computation of Arithmetic Mean
1.5.2 Properties of Arithmetic Mean
1.6  Geometric Mean
1.6.1 Computation of Geometric Mean
1.7 Harmonic Mean
1.8 Summary
1.9 Glossary
1.10 Assignments
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1.1 INTRODUCTION

With this lesson, we begin our formal discussion of stegtistical methods for
summarising and describing numerical methods for sumnwrand describing
numerical data. The first step in that direction idind one representative value
which can be used to locate and summaries the entiod gatying values (data).



This one value can be used to make many decisionsromeehe entire set of
values. We can define measures of central tendenogatidn to find some central
value around which the data and to cluster.

In this lesson you will study the concept of measureseotfral tendency
and its types, Computation of Arithmetic mean, Geometigan and Harmonic
mean. You will further learn in detail the properties] &mitations of these measures
of central tendency.

1.2  OBJECTIVES

After going through this lesson, you should be able to :

» understand the concept and significance of measures twélcendency.
» learn about different types of measures of central teryde

e compute various measures of central tendency, such thsnatic mean,
Geometric mean and Harmonic mean.

» explain the properties and merits of central tendenay, a
» state the limitations of the central tendency.
1.3 CONCEPT OF CENTRAL TENDENCY

In the general pattern of frequency distribution in thindée may identify a single
value around which many other items or values of the catgregate. This is a
value which is some where in the central part of thgeaof all values. When this
typical item/value of the data ais towards the centrdl plathe data, it is known
as Central Tendency . As it indicates the locatiothefclustering of items, is also
called a measures of location. Thus, the central teyde@alue) of the numerical
data gives the central idea of the entire data. Sudiug vs called central value
or an average or the expected value of the variable. Wdrd average is very
commonly used in day-to-day conversation. Measuresntfatéendency enable us
to compare two or more sets of data to facilitate coispa For example, the
average sales figures of a particular item of June maypompared with the sales
figures of previous months.

It should be clear that the concept of a measure dfatdendency is concerned
only with quantitative variables (data) and is undefined doalitative variables
(data) as these are unmeasurable on a scale.
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As the average is a single representative value ah#fss of complex data, it must
have the following characteristics :

() It should be rigidly defined.

(i) It should be easy to understand and simple to compute.

(i) 1t should be based on all the observations of data

(iv) It should not be affected by extreme values ofdheervations. As single
extreme value i.e., a maximum or a minimum value can yraffdct the average.
A too small item can reduce the value of an averagkaaoo large item can also
inflate its value to a large extent.

(v) It should be capable of further algebraic treatmehat is an average should
be amenable to further algebraic treatment. That slaalado its utility. For example,
if we are given the averages of three data sets of sgueit should be possible
to obtain the combined average of all those three skt
14 DIFFERENT TYPES OF MEASURES OF CENTRAL TENDENCY
In statistics, various types of measures of centnal@ecies or averages are studied.
For simplification and clearity, the different measuodscentral tendencies are
classified as under :

(@)Mathematical Averages :

1. Arithmetic Mean or Mean

2. Geometric Mean

3. Harmonic Mean
(b)Positional Averages :

1. Median

2. Mode

3. Partition values.

At presents however, we are confined to the first seteafsures which A.M., G.M.
and H.M. The second set of measures shall be discus¢essan 10.

1.5 ARITHMETIC MEAN

The arithmetic mean (A.M.) or mean or average ismiost popular and widely
used measure of central tendency. It is obtained by wlividie sum of the values
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of all the observations in the given data by the nurobebservations in that data.
1.5.1 Computation of Arithmetic Mean

In classification and tabulation of data, we observed tihe values of the variable
or observations can be put in the form of any offdllewing statistical series ;
namely —

() Individual series or ungrouped data.
(i Discrete Frequency Distribution.
(i) Continuous Frequency Distribution.
Arithmetic mean for the above series is calculatedrater :

(DIndividual Series or Ungrouped Data : Following two methods are used for
calculating arithmetic mean of an individual seriesrggrauped data or data without
any frequencies :

(a)Direct Method : Computation of A.M. is very simple when the data is ungrdupe
i.e., frequency distribution is not given or done. Just alldhe values of the
observation and divide it by the number of observatiddemally, the A.M. is

denoted by whichix which is read as ‘X bar’. If the values of N obsexwadi on
a variable X are X X,, X,,......, X,; then the A.M., denoted by, is defined by

X

whereXX means sum of all the observations of variable X andeNhe number
of observations.

NOTE : X (read it as sigma is the Greek symbol denoting the suommater
all values.

Example 1.The following table gives the daily income of 8 employeesn office.
Find out the average income of the employees.

Employes : 1 2 3 4 5 6 7 8
Income (Rs.) : 150 350 200 180 250 100 350 200

Solution : Average income can be computed as follows :



_ 150+ 350+ 200- 188 250 100 350 2
- 8

1780
=——=222.50
8
Thus, average income of the employees is Rs. 222.50 per day.

(b)Short-cut Method : When the values of the observation in the given data
are too large or they are in fraction; then the compon of mean through
direct method becomes difficult.

This difficulty can be solved by using the short-cut methdder this method,
the following steps are to be followed :

Step-I : Assume any arbitrary mean (A) to find out the deviaioh items
from assumed mean. The assumed mean is usually chobsenatoound number
in the middle of the range of the given observatiomghat deviations can be easily
obtained by subtraction.

Step-Il :  Compute the deviation (D) of each observation from aesumed
mean i.e. D = X-A.

Step-Illl : Obtain the sum of all deviations i.&D.
Step-IV : Compute the A.M. (average or mean) by using the folloviangpula.

X=A+ 2.0

N

Example 2. Obtain average income of data given in example 1 witht-sb
method.



Solution : Suppose assumed mean is 200, then make the following table :

Employee No. Daily income D = X-A
(X)
1 150 -50
2 350 150
3 200 0
4 180 -20
5 250 50
6 100 -100
7 350 150
8 200 0
N=28 *D = 180

Thus, the average income is

_ D
X=A+ Z = 200"‘1—80
N 8

200+22.50
= Rs. 222.50

NOTE : It may be observed here that answer obtained byirthet method
and the short-cut method is the same.

Il. Discrete Frequency Distribution or Discrete Series or Groupd Data :
The following methods are used for computing arithmegamin a discrete
series or grouped data :

(@) Direct Method, (b) Short Cut Method
(c) Step-Deviation Method.

(@ Direct Method : In grouped data or discrete series the average or
mean can be obtained by using the following formula :



o BX o Xt X, 2 X

f+f,+..f > f
> X
"N
Where X, X,, X .oooninn X are the observations of the variable and
fof, f f are the respective frequencies.

The procedure will be more clear from the following exaspl

Example 3.Following table gives the wages paid to 125. Workers in arfagter
day. Calculate the average of wages :

Wages (Rs.) 200 210 220 230 240 250 260
No. of Workers 5 15 32 42 15 12 4
Solution : Calculation of Arithmetic Mean
Wages (Rs.) Number of Workers X
X f
200 5 1000
210 15 3150
220 32 7040
230 42 9660
240 15 3600
250 12 3000
260 4 1040
N = =f = 125 X = 28490

The average wage is

_ fX 28490
X=§f = o5 = 227.92

Thus, average wage is Rs. 227.92 per day.
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(b) Short-cut method : According to this method, the formula for calculating
arithmetic mean is

X=A+

Where
A =
D =
>fD =

> D

N

Assumed mean

X-A, i.e. deviations from assumed mean.

Sum of the products of frequencies and their respaidiviations.

Example 4.Calculate the arithmetic mean for the data in exa®ig using short

cut method.

Solution : In this case, assumed mean (A) is taken to be 230saatithe centre
of the range of the variable X. The other needed caionfaare given in the table.

Wages ) No. of Workers Deviations fD
f D=X-230
200 5 =30 -150
210 15 =20 -300
220 32 -10 -320
230 42 0 0
240 15 10 150
250 12 20 240
260 4 30 120
N =3f = 125 >fD = —-260

The arithmetic mean will be

X=A+

D .
21D _ g0, =260

> f 125

= 230 - 2.08



= 227.92

(e) Step—Deviation Method :In the short cut method, the deviations taken
from an assumed mean generally have a common factaroritinuous
series this common factor is nothing but the unifotas< interval. The
computational work in short-cut method can be further #ieglif the
deviations are divided by this common factors. The tiewis divided by
the common factor are called step—deviations. Accotdirtbis method the
arithmetic mean is calculated by the formula :

e 210
= + X C
N
Here C = the common factor in deviations X—A
D = ;, the step deviations

h

Example 5.Use step deviation method for calculating arithmetic nfeathe data
in example 3.

Solution : Computation of Arithmetic mean by step Deviation method

Wages No. of Workers Deviations DX=_1§i) fD

X f X-230

200 5 -30 -3 -15

210 15 -20 -2 -30

220 32 -10 -1 -32

230 42 0 0 0

240 45 10 1 15

250 12 20 2 24

260 4 30 3 12
N = 125 ¥fD=—26

Thus, the arithmetic mean becomes



N x C
=230+1 :39
125
= 230-2.08
= 227.92

(1)  Continuous Series :In continuous series, the procedure of computing
arithmetic mean is the same as in the case of thsseries. The only
difference is that in continuous series the frequemnidsn each class are
assumed to be distributed uniformly over its range. With assumption
each class is then represented by its mid-point, dermytea using these
mid-points (m) of the classes and the corresponding fregserarithmetic
mean for the continuous series can be calculatedifyy asy of the methods
used in a discrete series. The following example willrtiethe procedure:

Example 6.Calculate the arithmetic mean from the following dataifing Direct
Method and Step Deviation Method :

Class : 20-25 25-30 30-35 35-40 40-45 45-50 50-55
Frequency : 8 10 12 20 11 4 5
Solution : Computation of A. M.
) _ m-37.5
Class | Frequency Mid-Points fm D= 5 fD
f m
20+ 25
20-25 8 > =225 180.00 -3 —24
25+ 30
25-30 10 5 = 27.50 275.00 -2 -20
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30+ 35
30-35 12 5 = 32.50 390.00 -1 12
35+ 40
35-40 20 5 = 37.50 750.00 0 0
40+ 45
40-45 11 5 =425 467.50 1 11
45+ 50
45-50 4 5 = 47.50 190.00 2 8
50+ 55
50-55 5 5 = 52.50 262.50 3 15
Total N =70 >fm = 2515 =21

Therefore, arithmetic mean is
By Direct Method :

_ fm 2515
X=Zz—f=7—o = 35.93

By Step Deviation Method :

- fD _22
X=A+ hz = 37.50+{—j

> f 70

= 37.50-1.57 = 35.93
1.5.2 Properties of Arithmetic Mean : The following are the main properties
of arithmetic mean :
() The sum of the deviations of the observations ftbm arithmetic mean is
always zero i.eX(X—¥% ) = 0. This is explained in the following illustration.

11



X X=X
10 —25
20 -15
30 -5
40 5

50 15
60 25

X = 210 S(X-X) = 0
Here X = 2:@ =35
N 6

(i) If the number of items and mean are known, theltotahe items can be

_ X _
obtained asX = ZT thusX = NX.

(i) The sum of squares of deviations from the arithoetean is minimum i.e.,
it is always less than the sum of squares of deviatdribe items taken

from any other value. In other worBl$X— X )2 is always minimum. We can
verify this by taking the example

X X—X (X=X)2 | X=10 | X-20| (X-103 [ (X—20¥
5 -10 100 -5 -15 25 225
10 -5 25 0 -10 0 100
15 0 0 5 -5 25 25
20 5 25 10 0 100 0
25 10 100 15 5 225 25
TX=75 E(X-X)=0 250 375 375

12



2_75
~==

Here X = — =15
X 5
T(X=X)? = 250, 2(X=10) = %(X—20% = 375
-+ Z(X=X)? is minimum.
(iv)  If we add or delete an observation which is equahéan, the A.M. remains
unaffected.
(V) If each observation is increased or decreasedrog sonstant C, the A. M.
also increase or decrease by C. Similarly, when ebsérvation is multiplied
by a constant, say K the A.M. is also multiplied bg 8ame quantity K.
(vi)  If the means and the number of observations ofdwomore related groups

are known, we can obtain the combined mean of these gesufmdlows

Combined Mean

= _ N1Xl+ N 2X 2
B N1+ NZ
Here X = Combined mean
N, = No. of observations in first group
N. = No. of observations in second group.

2

X, = Mean of the first group

X, = Mean of the second group

The formula may also be extended for K—groups as

Example : The A. M. of the production of a item. during the perioduday to
August 4000 items per months and A.M. for the period Septetold@ecember is

13



4300 items per month. Find the average production for theewfsar.
Solution : Here N = 8 (Jan. to August)
N, = 4 (Sept. to Dec.)

X, = 4000
X, = 4300
The average production for the whole yegr)(can be obtained by combined mean
formula i.e.
_ Nl)_<l+ N 2>_< 2
X = N+N,

8x 4000 +4x 430(
8+4

32000 +1720(
12

49200

1o = 4100 items per month.

1.6 GEOMETRIC MEAN.

In the situations where we deal with quantities that chamwge a period of time,
we may be interested to know the average rate of chamgach cases the simple
arithmetic mean is not suitable and we have to rdsattte geometric mean. The
geometric mean (G. M.) of a set of N positive itemdafined as the Nroot of
their product.

1.6.1 Computation of Geometric Mean : Like arithmetic mean, computation
procedure of geometric mean is different for grouped and ungilodat. As
defined, the geometric mean is given by

G. M =X X, Xy oo X)'N for individual series

14



1

= (lellxzfz____)gn )N for discrete series

1
= (mlfl meZ____nﬂfn)N for continuous series

here N = f+f+ ... f (in case of discrete and continuous series) and mebeith
points.

For example, the G.M. of three numbers 4, 8 and 16 would be
G. M. = (4x8x16Y)® = (512}°
=8
If the number of items is four or more the task of iplying the numbers and of

finding the N' root becomes difficult. Therefore, computations casitmplified by
the use of logarithm. The G. M. is then calculated #sws :

logX,+ logX,+....+ logX
N

log G.M. =

> logX

N

> logX
** G.M. = Antilog N

Similarly in discrete and continuous series it becomes.

> flogX
G.M. = Antilog N for discrete case

15



f logm
= Antilog N for continuous case.

Example 8 : The daily income of 10 persons in a locality are ghelow
(in Rs.): 85, 70, 15, 75, 500, 8, 45, 250, 40, 36. obtain the geomeiaic. m

Solution :  Computation of G.M.

X log X
85 1.9294
70 1.8451
15 1.1761
75 1.8751
500 2.6990
8 0.9031
45 1.6532
250 2.3979
40 1.6021
36 1.5563
Total Y log X=17.6373
_Zlogx}
-+ G.M. = Antilog N
~ [17.6373
= Antilog 10 }

= Antilog [1.76373]
= 58.03
Thus the geometric mean is Rs. 58.03.

16



Example 9. Find the geometric mean in the following distribution.

Marks 0-10 10-20 20-30 30-40 40-50
No. of Students 5 7 15 25 8
Solution : Computation of G.M.
Marks No. of Mid-point logm flog m
(Class) Studentd)( m
0-10 5 5 0.6990 3.4950
10-20 7 15 1.1761 8.2327
20-30 15 25 1.3979 20.9685
30-40 25 35 1.5441 38.6025
40-50 8 45 1.6532 13.2256
Total N = 60 85.5243
Here N = 60, >f log m = 85.5243.
Thus, G.M. is
> flog m}
G.M. = Antilog N
~ [85.5243
= Antilog | 60 }
= Antilog [1.4087]
= 25.63 marks.
1.7 HARMONIC MEAN

As you know, generally the data is in varied forms. Titener in which the
data is given counts heavily for judging the appropnass of the use of the
measures of central tendency. For example, when thedistahce is constant
and the speed per unit time is given then harmonic meamdwbe more

appropriate measure to find average speed. Furshppose that production
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rate per unit of time is given and we are interestedniowing the average,
then harmonic mean is preferable.

The harmonic mean (H.M.) of a set of observatiotisageciprocal of the arithmetic
mean of the reciprocals of the observations. Thus,

: for discrete series

N . .
= —j; for continuous series

Here symbols have their usual meanings.
Example 10.Obtain harmonic mean of the following observations :
40, 45, 30, 35, 55, 65, 37, 42

Solution. Computation of H. M.
X 1/X
40 0.0250
45 0.0222
30 0.0333
35 0.0286
55 0.0182
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65 0.0154
37 0.0270
42 0.0238

0.1935

1
Here N = SZ(YJ = 0.1935

The H.M. is

Example 11.The distribution of marks obtained by students in a ataas under
Marks 20 21 22 23 24 25

No. of students : 4 12 15 20 11 8
Find the Harmonic mean.

Solution :— Computation of H.M.

X f 1 f(ij
X X
Marks No. of students
20 4 0.0500 0.2000
21 12 0.0476 0.5712
22 15 0.0455 0.6825
23 20 0.0435 0.8700
24 11 0.0417 0.4587
25 8 0.0400 0.3200
N = 70 Z(%)z 3.1024




f
Here N = 70,0, % |7 3.1024, thus

N 70
5y f) 3.1024
X
= 22.56 marks.
Example 12.A train goes at a speed of 20 miles per hour for the 16 nakea

speed of 40 miles per hour for 20 miles. It covers thell@gmiles at a speed of
15 miles per hour. Find out average speed.

H. M. =

Solution :  Computation of H.M.

Speed Distance W/X
M.P.H. X W

20 16 0.800

40 20 0.500

15 10 0.667

Total 46 1.967

W
Here N =W = 46,ZY = 1.967,

> w 46
HM. = -=— = —— =2338

Z(\)/(Vj 1.967

Average speed is 23.38 M.p.h.
1.8 SUMMARY

The main characteristics of the data are represegtadingle figure known
as ‘an average’ or a mean'. It is the point of lasaaround which individual values
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cluster. An ideal average must satisfy certain propestiel as ease of calculation,
rigidity in its definition, should be based on all itershpuld remain unaffected by
extreme values, and also should have sampling stafifitaverage gives a bird’s
eye view of the entire data, facilities comparisod beacome and useful in statistical
inference. In the present lesson we have explained,AMJ., and G.M. in detail
alongwith their computational procedures.

1.9 GIOSSARY

Central Tendency : The central value in data around which all other values
moves.

Arithmetic Mean: The Simple average value calculated in data set is known as
arithmetic mean.

Geometric Mean : Average change in quantities over a period of time iectal
geometric mean.

Harmonic Mean : It is the reciprocal of arithmetic mean.

Common difference : It is that valve which is common L.C.M of all theduenies
in continous series. It is usually indicated by smalele’c’ .

1.10 Self Assignment

1. Explain the qualities of a good measure of central teyden

2. What are the various measures of central tendency?

3. Define Arimetic mean. Also mention its properties amitations.
4. Define geometric mean with its merits and demerits.
5

Give a brief description of harmonic mean. Stateptmgpose of studying
this average.

6. The height (in cm) of 10 students are given as ; 156, 154, 1681802,
168, 175, 170, 158, 162. Find the A.M., G. M. and H.M.

7. Find, A.M., GM. and H.M. for the following frequencystlibution :
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Class f
10-20 4
20-30 8
30-40 6
40-50 20
50-60 12
60-70 8
70-80 2

8. The average monthly salary of 20 male worker in a faatoRs. 3200/-
per month and that of 16 female is Rs. 2500/- per montH.th& average
salary of both male and female.

1.11 LESSON AND EXERCISE

1. The simplest of all averages is :-

(@ Arithmetic mean b) Geometric Mean

c) Harmonic mean d) None of the above

2. In case of continous Series , arithmetic mean lsulede conveniently
by.............

(@) Direct method b) Step Deviation Method

c) Short cut method d) All of the above

1.12 SUGGESTED READINGS

1. Elhance, R.N. and Veena Elhance. Fundamentals o$tisati
Gupta, S.P. Statistical Methods.

Shenoy, G.V. Srivastava V. K. and S.C. Sharma. Basirstatistics.
Simpson, G and Kafka, F. Basic Statistics.

Hwn
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Course No. : SOC-C-302 MEASURES OF CENTRAL Lesson No. 2
Unit - | TENDENCY—MEDIAN AND MODE  Semester-lll

STRUCTURE
2.1 Introduction
2.2 Objectives
2.3 Median
2.3.1 Computation of Median
2.3.2 Merits and Limitations of Median
2.4 Partition Values
2.5 Mode
2.5.1 Computation of Mode
2.5.2 Merits and Limitations of Mode
2.6 Summary
2.7 Glossary
2.8 Assignments
2.9 Lesson end Exercise
2.10 Suggested Readings

2.1 Introduction

As you have studied in Lesson 9 that measures of ceéatrdéncy were
classified into two categories. Mathematic average®(4&.M., and H.M.) have
already been explained in the previous lesson. As you ktiese averages are
affected by extreme values and also cannot be obteingaken-end class interval.
Many times we may like to find a average which is ntdcaéd by extreme values.
Median and mode are such measures. There are somenetsures called portion
values, which are not averages, but similar to mediasomcept. In the present
lesson you will learn the meaning, computational proagduimitations of these
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measures of central tendency.
2.2 OBJECTIVES
After studying this lesson you should be able to :

* understand the meaning of median
* understand the computational procedure of median foreliffesets of data,
» define quartiles and its computational procedure.

» understand the concept of mode and its computational precéstur
different types of data, and
» state the uses and limitations of median and mode.
2.3 MEDIAN
In a given ‘array’ i.e., when the observations araraged in an ascending
or descending order. Any point which divides the array imto equal parts, so that
exactly one half of the observations are below, @me-half are above that point,
is called median. Thus, the median is that value ot#n@ble which divides the
group in two equal parts. The median is usually denoted bgr\i.

2.3.1 Computation of Median

Median can be obtained for both ungroup and groupedRiat#éhe methods
are different. Now let us study the methods of computing med@ different
types of data.

l.Individual series or ungrouped data : The determination of median in an
individual series involves the following steps :

(i) The data are arranged either in ascending orhdesn@mﬂijer.

t
N+1
(i) Locate median by determining the value(of 2 j item in the order, N

being the number of observations in the series. Howeker value of median
depends on N i.e whether N is odd or even number.

th
N+1
(@ When N is odd :If N is odd then median is given by M%Tj item.

For example take the series 8, 12, 6, 4, 16, 13, 9. First wegarthese
values in ascending order as 4, 6, 8, 9, 12, 13, 16. As N = ddanuonber, thus
median is
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7+10\" _
T item = 4" item

=9
N+1
(b)When N is even :When N is an even numbetr, 2 will involve a fraction.

In such cases the median is taken as arithmetic nfasaroaniddle values.

_(N/2)th item-+ (N/2+ ])th item
¢ 2
Example 1. The following data relate to the height of 8 students glass.
S. No. 1 2 3 4 5 6 7 8
Ht. (in cm) : 153 142 151 144 149 146 141 150
Find median.

Solution. For computing median, we first arrange the data in astgmdder as
142 144 146 147 149 150 151 153
As N = 8, an even number, then median is given by

th th
E item+ E+1 item
\ 2 2
Me =

2

th th
(2) item+ (2+ 1) item
- 2

_4"item+ 5" item
B 2
147+ 14¢

2
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=148 Cm.

Il. Grouped Data— Discrete Case As you know the data is in grouped form
i.e., in the form of frequency distribution, it can beheit in the form of discrete
series or continuous series. The methods of computingameddifferent for these
two types of data. Let us study them separately.

Discrete Series.The procedure in this method consists of the following
steps:
() Arrange the data in ascending order,

(i) Obtain the cumulative frequencies
N+1

2
(v) Median is located at the value, of the variablevinose cumulative

(i) Determine the size o item, N being the total frequency.

frequency the value fNTJr item falls.
Example 2. Find the median size of the following data :
Size (X) 4 10 8 5 9 7 6
Frequency : 6 5 20 12 14 28 15

Solution : As a first step, arrange this data (X) in ascendingrcade prepare the
following table by finding out cumulative frequencies.

Size (X) Frequencyf) CQM frequency
4 6 6
5 12 6 +2 = 18
6 15 18 + 15 = 33
7 28 33+28= 61
8 20 61 +20= 81
9 14 81 +14 = 95
10 5 95+ 5= 100
Total N = 100
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Then for locating median, we find the value of

N+1)" (100+ 1)" _
5 = 5 = 50, 50 item

Then, as a last step, median is located at the vaiteno{X) in whose comulative
frequency the value of 50, 50th item falls. Thus

Med = 7

Continuous case :In this case, the procedure for calculating median tillyo
different than previous method. First we locate the medass by cumulating the
N

th
frequencies unti(Ej point is reached. Finally, the median is determinedinvith

this class by using an interpolation formula. The plaoe thus involves the following
steps :

Step : () Compute cumulativethfrequencies

N
Step : (i) Find the size O(Ej item

Step : (iii) Locate the median class in which cumulative frequencynaol

t
N
where the size {Ej item falls.

Step : (iv)Obtain the median by using the following formula :

E—c;.f.

Median = L+2fx C

where
L = Lower limit of the median class.
cf. = Cumulative frequency of the class preceding the medass.cl
f = Simple frequency of the median class
¢ = Class interval of the median
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NOTE : If the given frequency distribution consists of incluselasses, then
true class limits or class boundaries for these dasiseuld be obtained before
computing median.

Example 3. Following is the distribution of marks of 50 students iolass.

Marks : 0-10 10-20 20-30 30-40 40-50 50-60
No. of Students : 4 6 20 10 7 3
Find Median.
Solution. Computation of Median
Marks No. of Studentf C.f.
0-10 4 4
10-20 6 4+ 6=10
20-30 20 10 + 20 = 30
30-40 10 30 + 10 = 40
40-50 7 40 + 7 = 47
50-60 3 47 + 3 =50

N 50
Since N = 50,E=7 = 25 which falls in the cum frequency (30) of the class

20-30, thus the median class is 20-30. Therefore to calcudam we have

N
—=25 L=20, f=20

2
C.f. =10 i =10, hence
N_ct.
Me =1L+ 2—><i
f
20 25-10 10
= + x
20
=20+ 7.5
=27.50
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Example 4.Determine median for the following income distribution :
Income group :  Belowl00 100-200 200-300 300-400 400-50fbvea500
No. of Persons : 5 10 18 30 10 17

Solution : It is an example of open-end frequency distribution asfitbe class
interval is below 100 and last class interval is above BOSuch types of situations
median can easily be obtained.

Income No. of Persons C.f.
Group f
Below 100 5 5
100-200 10 15
200-300 18 33
300-400 30 63
400-500 20 83
Above 500 17 100
_ N 100 _ .
SII‘]CGE = 7 = 50, thus the median class is 300-400. Thus
L = 300, f = 300 c.f. = 33, c =100
E—c. f.
Med = |_+2in
300 2038 100
= X
30
300 1700
= +
30
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= 300 + 56.67

= 356.67
Example 5. From the following data find the value of the median :
Class int. : 11-15 16-20 21-25 26-30 31-35 36-40 41-45 46-50
Frequency : 7 10 13 26 35 22 11 6

Solution. Here inclusive classes are given. Therefore, for medeermination
inclusive limits need to be converted into class bouesas shown in the table.

Given Class Frequency Cum freq.
Classes Boundaries f. c.f.
11-15 10.5-15.5 7 7
16-20 15.5- 20.5 10 17
21-25 20.5-25.5 13 30
26-30 25.5-30.5 26 56
31-35 30.5-35.5 35 91
3640 35.5-40.5 22 113
41-45 40.5-45.5 11 124
46-50 45.5-50.5 6 130
Since% = %) = 65, thus the median class 30.5 — 35.5. Thus
N_ct.
Med. = L+ 2 x C
_ 30,5004 5
35
= 30.50+g
7

= 30.50+1.2857
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= 31.7857
=~ 31.79
2.3.2 Merits and Limitations of Median :

You have studied the meaning and computation of median aldngve
illustrations. Now let us discuss the merits and demefitaealian.

Merits

()] For an open-end distribution, such an income distoloutine median given
more representative value.

(in) It is not affected by the extreme items. It fscourse affected by the number
of items.

(i)  Median minimizes the total absolute deviatiores,ithe sum of absolution
deviations from the median is the minimum.

(v)  For dealing with qualitative phenomena, median istiost suitable average.

Limitations

() Median is not capable of algebraic treatment.
(i) 1t is not based on all items of the series.
(i) It is affected more by sampling fluctuations.
(iv) The median, in some cases, cannot be computedieaacthe mean when
the number of items included in the series of data e,ethe median is
determined approximately as the mid-point of the two middlas.
2.4  PARTITION VALUES

As we know that the median is the middle value of theabbariand it spilts
the series into two equal parts. That is why it is dgllesitional average. In fact,
there are other positional measures that partitiosehes into still more number of
equal parts, say four (quartiles) or 10 equal parts (3¢cilel00 parts (percentiles).
These measures are known as portion values. We shaittresirself only to
guartiles.

The values of a variable that divide the series into éoual parts are known
as Quatrtiles. Since three points are required idaditre data in 4 equal parts, we have
three quartiles Q Q,, and Q. The first quartile (Q, known as a lower quartile, is
the value of a variate below which there are 25%ebtbservations and above which
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there are 75% of the observations.

The second quartile (Ris the value of a variate which divides the distribuiitto
2 equal parts. It means,@ same as Median.

The third quartile (Q, known as upper quartile, is the value of a variate below
which there are 75% observations, and above which only @&8érvations. Thus
it is clear that Q < Q, > Q,. The formula for Qand Q is

Q,=
E—C.f.
I_+J£————¢<C
f
and
N_ct.
Q=1L+ 4 . xC

where symbols have usual meanings.
Example 6. Calculate Qand Q from the following data :
Class : 0-10 10-20 20-30 30-40 40-50 50-60 60-70 70-80
Freq. : 10 15 20 25 35 15 16 14
Solution. Computation of Qand Q

Class Frequencyf)( C.f.

0-10 10 10
10-20 15 25
20-30 20 45
30-40 25 70
40-50 35 105
50-60 15 120
60-70 16 136
70-80 14 150
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15
Computation Q, : Sincezz T: 37.50 lies in class (20-30), as it falls in the

c.f. of 45, thus, Qis given by

N_ct.
Ql = L+47XC
_ 204370228 44
.50
=20 + 5 =20 + 6.25
= 26.25
) ) 3N 3x150 o
Computation of Q, : SIFICGT: ) = 112.50 lies in (50-60) class

as it falls in theC.f. 120, thus Qis given by

3N

——C.f.
Q3 = L+4—X i
f
0+ 112.50- 10t 10
= ——— X
15

—5o+@—50+5oo
- 1.50 '

= 55.00

2.5 MODE

The word ‘Mode’ comes from the French word ‘la mode’ whiodans the
fashion. In statistical language, the mode is talaevof a variate which occurs most often
in a series, i.e., a value of a variate which igaigg most often in data set. But it is not
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exactly true for every frequency distribution. Rathés that value of the variate around
which the other items tend to concentrate mostiyadaghows the centre of concentration
of the frequency in and around a given value. ltasymonly denoted by MFor
example, take the case of a shopkeeper who sadls.dHe is interested to know the sizes
of shoes which are commonly demanded. Here in ssthation, mean would indicate
a size that may not fit any person. Median may afgoprovide a representative size
because of the unevenness in the distribution.titeismode which will help in making
a choice of approximate size for which an orderlmaplaced.

25.1 COMPUTATION OF MODE :

The method of computing mode is different for grouped @ngrouped data.
Now let us study those method separately.

() Ungrouped Data or Individual Series : For an ungrouped data or individual series
the mode can be located simply by inspection. Hege/alue that occurs most frequently in
the data is taken as a mode. For example, th@ragesrs) of 10 boysare 9, 11, 10, 14, 17, 14,
9,11, 12, 11. Here the number 11 appeared thhesefore, mode age is 11.

In some cases there may be more than one modexdraple; 8, 7, 12, 10, 8,12, 8
12, 6, 5. Inthis case both the numbers 8 andd&apqual number oftimes (three). Therefore,
there are two modes; 8 and 12.

() Discrete Series :In discrete series; when the values of individiexhs are
known, mode can be determined just by inspectigningpection you can find out the
value of the variate ordering which the items aostnheavily concentrated.

Example 7.Find the mode for the following data :
Size ofitem : 8 9 10 11 12 13 14
Frequency - 10 12 18 16 19 14 12

Solution : In this frequency distribution size of item 12 ti@shighest frequency, implying
that there is a heavy concentration of items atvtilige. Therefore mode is 12.

In a series like this it is easy to obtain mode. Qitfly arises when nearly equal
concentrations are found in two or more neighbouringselasTo locate modal
class in situations, there is a need for Grouping Methodrouping method the
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values are first arranged in ascending order alongwith flegjuencies. Normally,
the grouping table has the following six columns :

Column 1. The maximum frequency is marked by putting a maik arcle.
Column 2. The frequencies are grouped in two’s and the higdtasis marked.

Column 3. Leaving the first frequency, the remaining freqigsnare grouped in
twos and the highest total is marked.

Column 4. The frequencies are grouped in threes, the higitastis marked.

Column 5. Leaving the first frequency, the remaining freqigsnare grouped in
threes and the highest total is marked.

Column 6. Leaving the first two frequencies, the remaiairgggrouped in threes
and the highest total is marked. After completinge t

grouping table, an analysis table is formed for findimgvalue which
is repeated the highest number of times. The sancequee is adopted
for determining modal class in the case of continuoussse

(i) Continuous Series In a continuous series, frequencies are given in various
classes. A class having maximum frequency is called nuass. In case nearly
equal concentration of frequencies is observed in twoave classes, the grouping
method may be used to determine the modal class. Afterndaing the modal
class, the mode can be obtained by using the followinguia :

M =L +£x C
° 2f,—fo— 1,
where
L = Lower limit of the modal class
f, = Frequency of the modal class
f, = Frequency of the class preceding the modal class
f, = Frequency of the class succeeding the modal class

i Class interval of the modal class

Note : (i) While applying this formula, it is necessary to @dawniform class
intervals. If they are unequal, first they should make lequa
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(i)  Where mode is ill-defined, its value may be obtdilg using mean

and median as
Mode = 3 Median—2 Mean
This is called empirical mode.

Example 8. Obtain mode of the following distribution :

Class : 10-20 20-30 3040
Frequency : 8 12 25
Solution.
Class Frequency
0-20 8
20-30 12
30-40 25>f,
40-50 45>f -
50-60 11,
60-70 9
R T
_ 404+ 45- 25 y
2x 45— 25- 11
= 4O+2—O>< 10
54

= 40+ 3.70 = 43.70

40-50 50-60 60-70
45 11 9

highest frequency

2.5.2 Merits and Limitations of Mode :

Merits

() In certain cases mode is the only suitable averggeexample, modal size

of garments, shoes, modal wages.

(i) Its value can be determined in open-end frequencyiluisions.
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of garments, shoes, modal wages.
(i) Its value can be determined in open-end frequencyiluisions.
(i) The value of mode can also be obtained graphically.
(iv) It can be used to describe qualitative phenomena.
(v) Like median, mode is not unduly affected by extremeesl
Limitations :
()] The value of mode cannot always be determined.
(i) The value of mode is not unique.
(i)  The value of mode is not based on all the obgema.
(v)  The value of mode is affected undually by the sizelass intervals.
2.6 SUMMARY

In case of calculation of mean , we see there wastation of affecting its value by
changing the value of extreme item.

But while calculating the value of median or mode, thistdition is automatically
overcome. Here in this lesson we learned hoe to ctdcoladian, mode and other
partition values such as quanties deciles and percenitidhese have their different
utilities of calculating

2.7 GLOSSARY

Median: This measure of central tedency divides whoiessmto two equal parts

Mode :- This refers to that values in data which rep@atst/ maximum times.
Quatrtile: Quartile divides whole of the series into four épads.

Decites : It divide whole data into ten equal sets.

Pencentices: It divides whole data set into 100 equal parts.

2.8 Assignments

1. What is Median? Explain its limitations.
2. Define mode. How is it different than median?
3. From the following data, obtain

(i) Median (ii) First and third quartiles (iii) Mode
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Wages Daily

No. of employees

(in Rs)
20-40 8
40-60 12
60—-80 20
80-100 30
110-120 40
120-140 35
140-160 18
160-180 7
180-200 5

4, Determine the model size of the collar by using groupiethad.
Collar Size (in cm) : 32
3940 41

No. of Students 7

33

14 30

34 35

28 35

34

36

37

16 34

38

36 16

2.9 LESSON END EXERCISE

1.Which tool of statistics divides series into two eégasts

2.

3. The formula of calculating Q3 is

a) Mean b) Median

indicates the quantity of data repeated maxirmasiin series.

c) Mode

2.10 SUGGESTED READINGS

1.

2
3.
4

Elhance, R.N. and Veena Elhance . Fundamentals dsti8tat

. Gupta. S.P. Statistical Methods.
Shenoy, G.V. Srivastava V.K. and S.C. Sharma. Bssistatstics.
. Simpson, G. and Kafka, F. Basic Statistics.
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Course No. : SOC-C-302

Lesson No. 3

Unit - | SCALING Semester-Il|
STRUCTURE

3.1 Introduction

3.2  Objectives

3.3 Meaning

3.4  Types of Scale

3.5 Summary

3.6  Glossary

3.7  Assigments

3.8  Lesson end Exercise
3.0  Suggested Readings
3.1 INTRODUCTION

Scales are techniques employed by social sciemtite iarea of attitude measurement.
They consist of a number of statements or questions s@idad response categories,

related to a score. They place respondents in a contitvetnween very low (or
negative), over a neutral, to a very high (or pospwsition. Each item is chosen
so that persons with different points of view on thesnitreact to is in a different

way. In this sense they are a part of surveys and qoeaties and are considered
during the process of questionnaire construction.

7.2

OBJECTIVES

After going through this lesson , you should be able to :

.Understand the meaning of scaling

Types of Scale
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Understand the steps involved in constructing scales
7.3 MEANING

Scaling involves a high degree of operationalisatiorefiod's researchers to measure
complex issues. Furthermore, it enables researchessntimate values of several
variables into one score and this with a relativagghhdegree of reliability. In
general, it offers respondents a choice of picking ttaiswers out of given sets
of alternatives, which as we shall see, are establigh a very careful but also a
cumbersome way.

There are nominal, ordinal and interval/ratio ssaf@f these, nominal scales are not
very common. Most popular are the Likert scales, therStbne scales and the
Guttman scales, which do not use nominal measurement.

Scales vary not only in their level of measuremaerttdiso in their aims and their
method of construction. Some are constructed by mefkasvery complicated
process, while others are built in a relatively simpénner. In all cases, however,
there are some basic points the experts such as EdwWa¥%ig) @nd Likert (1932)
some time ago said should be considered during scale cdiastrapoints that are
still respected and practised in social researciytathny investigators. The following
are some examples :

Language must be simple, clear and direct.

Items must be brief (up to 20 words) and contain one isslye o
Complex sentences must be avoided.

Items referring to past events and factual items mustvbeled.
Ambiguous and irrelevant items must be avoided.

Items that may be accepted or rejected by all resposdaudt be avoided.

Words such as all, always, no one, never, only, gxaathost should be
avoided.

Use of professional jargon and double negations should dideav

Response categories must be mutually exclusive, exhaastile
unidimensional (i.e. measuring one single construct).
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Reasons for using scales

Scales are used for a number of reasons. Apart fromajenethodological
motives, the following reasons are most common (sebogl 1984) :

. High coverage Scales help to cover all significant aspects of thecept

. High precision and reliabilityScales allow a high degree of precision and
reliability.

. High comparability.The use of scales permits comparisons between sets of
data.

. Simplicity. Scales help to simplify collection and analysis of da¢a.

Scales are a most useful tool of social research lsodoae that is very
difficult to construct. Construction and statisticaltitegs are very involving and
time-consuming tasks and therefore not easily accedsilthe ordinary researcher.
However, researchers developed and tested in the past lange number of scales
which have been adequately tested and are availablbdo reisearchers to use. In
this sense, scale construction is less common tte@ gse. Scale construction may
be a step to consider after having completed your cucanise of study. in the
meaning using already available scales may be the way tavhen addressing
issues for which scales are available.

3.4 TYPES OF SCALE

The Thurstone scale

Description

This scale was developed in the USA in the 1920s; it cansfsa list of items
constructed with the aid of experts who are very clagddyed to the construction
of the scale. It is employed mainly in the area adikuate measurement, and is
developed through a cumbersome and demanding process, asegkpiaiow.

Construction
The construction of the scale is as follows :

Steps 1

41



The researcher selects a number of relevant statemm@ntaining a set of response
categories (‘agree’, ‘disagree’) allowing respondentexXpress their attitudes to the
issue in question freely.

Step 2

These statements are given to a number of judges, wiaslked to order them on
a continuum from 1 to 11, according to the way they judgesthtements. If in the
opinion of the judge the statement describes the mastfabie attitudes to the study
object, it is given the score 1; if it describes $hgless favourable attitudes, it is given
the score 2 and so on. In this way, statements laaidd ascale value

Step 3

The statements are scrutinised in terms of the vakexereceived from the judges.
Statements that were ordered by the judges uniformlyedegned and given an
average scale value (the closest to the averageg thasreceived a diverse value
are discarded.

Step 4

The remaining statements are processed further gskarcher, and their number,
reduced. The resulting scale is constructed so that satemre distributed evenly
between 1 and 11 and each statement is identified throughaiks value.
Evaluation

Although Thurstone scales are still used, they areisaticamong other things, for
their demanding and time-consuming manner of construcéiod, the emphasis
they place on the views of the judges. They are a Valtabl of methodology, and
are employed as the sole technique or together with atednods of attitude
measurement.

The Likert scale

Description

Developed by Likert in 1932, this scale operates in a wajasito that of the
Thurstone scale. It consists of a set of items of lecalae and a set of response
categories constructed around a continuum of agreementébsagnt to which
subjects are asked to respond. It is very popular among scieialists, is relatively
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easy to construct and is believed to be more relidale the Thurstone scale.
Construction
Likert scales are constructed in the following way :
Step 1
A number of items related to an issue are collectedeheral 80 to 120 items are
thought to be sufficient, but four times as many itemsneeded are generally
considered.
Step 2
Five-answer response categories are assigned to eachatging from ‘strongly
agree’ through ‘agree’, ‘undecided’ and ‘disagree’ to ‘stroniigpagree’ including
numerical values, for example from 1 to 5 respectively.
Step 3
Statements are administered to respondents in a pidy,sand total scores are
computed and further processed to determine, for instancmensionality that
is measuring one and the same concept (usually thraatgir Binalysis), andternal
consistencye.g. correlation with the total score is calculated).
Step 4

Items with a substantial correlation are retaineems with low correlation
are discarded. The constructed scale is then adminidera@tirespondents.
Example. There is a lot of sexism going on in this community.

Strongly agree Agree Undecided Disagree Strongly disagree

1 2 3 4 5
Evaluation
Likert scales are very popular among social scientigtishave been so for more
than half a century. The reason for this is thay th€l) have a high degree of
validity even if the scale contains only a few itenf®) provide single scores from
a set of items ; (3) have a very high reliabilityt(been 0.85 and 0.94); (4) allow
ranking of the respondents; and (5) are relatively eagphstruct. Nevertheless,
researchers point to some drawbacks of this method. Fampéeatotal scores
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referring to many and diverse items say little aboyteeson’s response to the
various aspects of the research object; also, iffisuli to achieve equal items in
the scale (Kimmon, 1990).

The Bogardus social distance scale

Description

This scale was developed in the USA and was employed tsumse'social distance’
between the respondents and persons of other natesalitiraces: it is still used

to determine how close a respondent is willing to placesdif or herself to persons
of other races or nationalities.

The scale consists of a number of statements ttaiate the degree of distance
between the respondent and the groups under study. Moreufaiyi the
respondents are asked to state their reactions to af sthtements varying in
intensity of closeness to a population group. As a com@gample, respondents
could be asked to state which of the following seven siates (which actually
make up the scale) reflect accurately and honestly thedr feelings towards
Aborigines, and whether they would accept an Aborigine as a

close relative by marriage

epersonal friend

eneighbour

ecolleague at work

espeaking acquaintance only

svisitor to their country

eperson to be kept out of their country

I nterpretation

The results obtained through this procedure are evaluatsidoas below:
*Compute the mean values for each group.

*Rank each group according to the value of the mean.

*The higher the value, the greater the social distdhaeis the lower the wilingness
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to assume contacts with that group; and the strongeetisive prejudice

and attitude to that group.
Application

This scale, although originally developed to measure dist@noag ethnic
groups, can be equally successfully employed in otheasarf®r example in
market research and studies of race relations. One doulmhstance, develop a
range of questions related to a certain item (cayigbn set, record player, etc.)
that could best describe a person’s intention andhgniless to buy this item. For
example, questions ranging from | would most certainly this/ product’ to ‘I
will never buy such a thing a my life’ can be used tcasuee the degree of a
person’s readiness to purchase the item.

Evaluation

This scale has been used very extensively by social scgenfise three most
common advantages of the scale are the following (seen&im 1990) :

1.A very high split-half reliability i is equal to or greater than 0.90).
2.A high content validity of the scale items.
3.A satisfactory overall validity and reliability.

Although there are some problems associated with th&rcmtion of the steps of
the scale and their order, the scale is consideree t \ery useful tool of social
research.

The Guttman scale

Description

This is another scale that measures social distancather proximity’. It consists
of a number of statement placed in a hierarchical araeging from low to high
in such a way that if respondents reject one statetheptwill also reject all other

statements above it; an if they accept one statemmenyt will accept all other
statement below it.

Respondents are normally asked to state whether they agdisagree with each
of the statement. The result obtained are expecteabte the degree of proximity
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or distance of the subjects from the research olgegtrhigrants, blacks, homosexuals
etc.). More particularly, it will show how far the resients will allow certain people
to come close to them.

Construction

Construction of such a scale is complicated and timswuaimg. In a simplified
form it can be constructed in the following way :

Step 1

A number of statements thought to be cumulative, thahey fall in a hierarchical
order ranging from low to high, are formulated in such a thay if respondents
reject one statement they will also reject all otstatements above it; and if they
accept one statement they will accept all other sexesrbelow it.

Step 2

These statements are presented to a number of sulsggtd0), who are asked to
state whether they agree or disagree with each statement

Step 3

A table with the numbers of the statements on thedng,the side, is constructed;

the agreements of the subjects with each statengerhtered (note that disagreement
are not recorded).

Step 4

The statements are then ordered so that the one eddepione subject only is
placed first, the statement accepted by two subjectmdetize statement accepted
by three subjects third and so on.

Step 5

The reproducibility value, which is | minus the fractioonsisting of the number
of errors (numerator) and the number of responses (deatmr) is computed. If
the score is 0.90 or better the scale is satisfactory.

Evaluation

This scale has been employed very extensively irpts and is still considered
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to be valid and useful way of measuring social proximityt, & is considered to
be more cumbersome than the Bogardus social distaniee wbach is used more
frequently.

The semantic differential scale
Description

This technique was developed by Osgood, Suci and Tannenbdi@7rand has
been used by social scientists to measure the impnessiecepts make on people
and the meaning they invoke. Concepts are measured indaeggragewell as in
comparison with other concepts, and can be relatedvémiety of contexts, issues
or objects, in this way allowing the researcher to draevant conclusions about
the respondents.

The semantic differential scale consists of a nunabespposite concepts, which
may range from 7 to over 70. Examples of such oppositegiera below. The
data sheet containing the sets of opposites is admatste the respondents with
instructions to place an individual (e.g. a teacher) graaup of individuals (e.g.
Asian migrants) in a specific position between theesres of a continuum.

Example. Some opposites

Good 6 5 4 3 2 1 0 Bad
Democratic 6 5 4 3 2 1 0  Authoritarian
Sociable 6 5 4 3 2 1 0 Unsociable
Strong 6 5 4 3 2 1 0 Weak

Flexible 6 5 4 3 2 1 0 Rigd
Cooperative 6 5 4 3 2 1 0  Uncooperative
High 6 5 4 3 2 1 0 Low

Hard 6 5 4 3 2 1 0 Soft

Conformist 6 5 4 3 2 1 0  Non-conformist
Fair 6 5 4 3 2 1 0  Unfair

Difficult 6 5 4 3 2 1 0 Easy
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Active 6 5 1 0 Passive
Sharp 6 5 1 0 Dul
Independent 6 5 1 0 Dependent
Irritable 6 1 0 Calm

Hot 1 0 Cold
Harmonious 6 5 4 3 2 1 0  Unharonious

The numberals indicate the degree of agreement orreisagnt of the subjects
regarding the concepts under evaluation. In the exar@p#ands fowvery good,
strong, high, etc., 5 fanoderatelygood, strong, etc., 4 féairly good, strong, etc.,
3 for undecided 2 for fairly bad, unsociable, wedkw, etc., 1 formoderatelybad,
unsociable, weak, etc., and 0 feery bad, unsociable weak, low, etc.

The subject’s judgement is based on three distinct diegistcs, namely evaluation

of theindividual, judgement of th@otencyor powerof the individual, and judgement

of theactivity of the individual. General evaluatigsmjudged by opposites such as
good-bad, sociable-unsociable, high-low and harmonious-tnaméous. Potency

is judged by means of opposites such as hard-soft, larde-diffiault-easy and
unyielding-lenient Activity is judged by opposites such as hot-cold, active-passive,
sharp-dull and irritable-calm. Of these three dimensibedirst (evaluation) seems

to be the most important.

Respondents are advised to evaluate the study person or gyomgijcating the
number that corresponds to their feelings on the spetafin. If the respondents
think that the person in question is modetely good theadvised to circle ‘5’ at
the ‘good’ and ‘bad’ item; if they feel that this persignfairly unsociable they
should circle 2’ in the second line, and so forth. Eathle represents a score
which can be high or low depending on the subject’s judgeafahie concept or
the individual, for example the teacher. When the etialuas completed, a total
score for the impression of the concept or the pers@uestion is computed by
adding up all individual scores. A high score represent aitmgtession and a low
score indicates a low impression of the concept opéreon.

This scale can be employed successively in a numbaiffefent groups, such as
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Asian migrants, Italian migrants and British migramstitgwing comparisons to be
made between these groups.

I nterpretation

The results of this procedure can be interpreted and peelsén many
ways. The method of adding up the individual scores mentiabede is one.
Drawing profiles, computation of correlation coefficerand of the semantic
distances are other ways.

Evaluation

The semantic differential method offers precise infiom about the attitudes
of people toward others. It allows evaluation of congemobmparisons and
measurement of different types on the same measureis aiedhtively easy to
construct. It has, however, to be treated with caufi@mn.instance, a long list of
points to choose from might cause confusion and alsicumate results. The use
of equal intervals or ordinal data is another issue.nibefns of the concepts and
their meanings might vary from one respondent to anotagising problems and
distortions.

3.5 SUMMARY

The concept and practice of measurement are two imp@manalso controversial
issues. However, the controversy in this case is boutawhether to employ

measurement in social research or not but rather atbmutand in what way

measurement should be employed. The practice of measurnemesll accepted in

social research, regardless of type and nature. Somessstodly use nominal

measurement, others may use ordinal and others irtatimimeasurement.

All types of measurement are employed. The notion dhat type of research is
better than the other is incorrect. Qualitative redeas may opt for nominal

measurement, but this does not make other types of reeasuirless effective. In

one and the same research instrument one may find\smables being measured
at the nominal level and others at the ordinal oerval/ratio level. The latter

provides different types of information than the forroet it nevertheless produces
equally useful information.

The level of measurement is useful for itself, but neodor further research and
analysis. The level of measurement determines the dfpeeasures that are to
employed in the analysis. As we shall see in Chapters......., there is a close
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relationship between level of measurement, type oébkriand statistical tests. For
this reason, having a clear understanding of the ldu@easurement is important
for doing research, and for assuring high level of acgurac

Measurement together with objectivity and ethics on logwed and with validity
and reliability on the other constitute major princgpté social research. The latter
are central to any type of research, regardless péitge and ideological affiliation.
Adherence to reliability and validity is a fundamemegjuirement which researchers
have to consider seriously when doing research. Ritjisdid validity are indicators
of consistency, truthfulness and accuracy, and suateptsare structural ingredients
of any type of research.

Measurement, validity and reliability, together withlsca which was discussed in
the last part of this chapter, are very useful resetaals. They help establish the
parameters for producing well-founded and respectable findings.

3.6 GLOSSARY

Scaling makes research work simple by removing the coitiptexnvolved im
measurement of data Likert Scale is the most populae.Scal

3.7 ASSIGNMENTS

1. What do you mean by scaling?

2. Give the reasons , why Scales are used?

3. Explain in detail various types of Scales and stepsiviest in each scale for
castructing
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3.8 LESSON END EXCERCISE

1. Scale helps primarily in
a) Measuring the observation b) collecting data

c) Simplying the data collection  d) All of the above

2. is the basic features of a good scale.
3. Likert Scale was developed by in

3.9 SUGGESTED READING

1. Naresh Malhotra : Marketing Research.
2. C.R Kothari : Research Design
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Course No. : SOC-C-302

Lesson No. 4

Unit - | VALIDITY AND RELIABILITY Semester-Il|
STRUCTURE

4.1  Introduction

4.2  Objectives

4.3 Meaning of Reliability

4.4  Types of Reliability

4.5 Meaning of Validity

4.6  Types of Validity

4.7 Difference between Validity and Reliability
4.8 Summary.

4.9  Glossary

4.10 Assignments

4.11 Lesson end Exercise

4.12 Suggested Readings

4.1 INTRODUCTION

Science depends on accurate and systematic measturBagause researchers

must demonstrate that they are recording events acigusatentific instruments are
tested regularly for accuracy. Obviously, instruments dloahot give true reading
are not useful. Though dependence on instruments is nacessaall science,

demonstrating reliability and validity in the socialkesce is often more difficult than
it is in the natural sciences. In the natural scieece., official standards for items
such as weight, temperature or chemical purity are alaflabtesting instruments.
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Social scientists do not have this luxury. Measuring difgs as attitude or

intelligence is very difficult because there is novarsally accepted ‘official standards’.
The crediability of field studies, naturalistic obseiwas, and archival research
depends on clear and convincing evidence that recarelihgiques are acceptable.
Thus investigation must demonstrate that behaviourakunes: are reliable and
valid. Reliability and validity refers to data collexti That is, they refer to whether
data recording devices are reliable and valid and to whetneeys, tests or

observational systems really addresses what the egagsir is studying.

4.2 OBJECTIVES
The main objectives of this unit is to understand

* Meaning and Definitions of Validity and Reliability.

» Types of Validity and Reliability

* Importance of Validity and Reliability in Measurement.
» Difference b/w Validity and Reliability.

4.3 MEANING OF RELIABILITY

Reliability refers to the ability of an instrumerd produce consistent or same
results. Since a grocer obtains the true measure omanodity by a kilogram, a
cloth merchant obtain true length of cloth by a medad a tailor by an inch-tape,
these measuring instruments have to be rel@blability is the degreeto which
measures are free from error so that they give sasmdts when repeat measurements
are made under constant conditions. If there are ingigns in the measuring
process and the respondent misunderstands the questiodeastands the question
but does not give a truthful response, it will be the cafslew reliability of
measurement.

4.4 TYPES OF RELIABILITY

There are four types for testing thadiability of an instrument, these are :—
Test-Retest Reliability : This means administering the same scale or measure to
the same respondents at two separate times for stalbiwill be reliable if the
reported test administered under conditions similar tofitbietest obtain similar
results.
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Internal consistency reliability : It refers to the degree of agreement between
various items on the measurement device. While asgegggnession among children
on a playground, one could record many types of behavibeselcould be acts
of physical violence, vocal outbursts, angry gesturdaaidl expressions etc. One
would record many types of each and then check té setain behaviour correlates
with others.

Split half reliability : Here responses, to the items of an instrument are divided an
the scores correlated. The degree of co-relation irediche degree of reliability of
measurement. The test could alternatively be dividednmdre parts— thirds, quarters
etc; provided all the items are comparable. The cdioal#s then corrected to give
the stepped up reliability of the whole test.

Equivalent form reliability : It is utilized when two alternative instruments are
designed to be as equivalent or possible. Each of them@asurement scales is
administered to the same group of subjects. If theriglsdorrelation between the
two form, the researcher assumes that the scaléablee

4.5 MEANING OF VALIDITY

Validity means the ability to produce findings that areagreement with
conceptual or theoretical valuesg.,an attitude measurement technique may indicate
that 80 percent people are in favour of using family plannmeasures. But 80
percent people may not actually use these method$aBledbut invalid instrument
will yield consistently inaccurate results. So, validigfers to the success of the
scale in measuring what is meant to be measured. Mamgs, the scale used may
be reliable but it measures something other than wheds designed to measure.

4.6 TYPES OF VALIDITY

Empirical Validation : It tests pragmatic or criterion validity. If an instrent has,
for instance, produced results indicating that studentdviestan student union
activities do better in their exams, and if this up@orted by available data, the
instrument in question has pragmatic validity. Again vglilere is assumed if the
findings are supported by already existing empirical evidericethis case validity
is concurrent validity.

Theoretical Validation : It is employed when empirical confirmation of validigy
difficult or not possible. A measure is taken to hawsthtical validity if its findings
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comply with the theoretical principles of the disciph, that is, if they don’t contradict
already established rules of the discipline.

Face Validity : An instrument has face validity if it seems to measwhat it is
expected to measure “on the face of it”. In such a,daappears to have validity,
e.g., a questionnaire aimed at studying sex discriminationfdees validity if its
guestions refer to discrimination due to sex. The standievidence here is not
based on empirical evidence, as it was in the cadeeodther types of validation,
but on general theoretical standards and principtespa the subjective judgements
of the researcher.

Content Validity : A measure is supposed to have content validity if it e
possible aspects of the research topic. If a measwpesétion, for instance, does
not include normlessness or powerlessness the reseeaohet claim content validity
for this instrument.

Construct Validity : A measure can claim construct validity if its themegtconstruct
is valid. For this reason, validation concentrateshenvalidity of the theoretical
construct. For example, if discrimination of female shislés the research topic, we
proceed as follows : an instrument is constructed toystinid topic. Then two
student groups known to differ in their views on basic ssakated to the research
guestion are identified. Next the instrument whose walidi to be checked is
administered to both groups of the results recorded selpdoateach group. If the
findings obtained from each group differ, the instrumetihought to have construct
validity.

4.7 DIFFERENCE BETWEEN VALIDITY AND RELIABILITY

Zikmund has illustrated the difference between reliakditg validity by an
example of an old and a modern rifle. The shots by rksmaan from the old rifle
(target A) are considerably scattered but from the nigv(target B) are closely
clustered, showing thereby that the old rifle is le$alle. In target C, shots with
the modern rifle may be reliable but if his visiomist proper, the marksman may
not be able to hit the bull's eye.

4.8 SUMMARY
So we can say that research in social sciencessewstudying behaviours.
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Accurately recording what subjects are doing is difficull aesearch is always in
danger of being influenced by the expectations of thearebers. The concept of
validity and reliability are employed to ensure the soesdnof consistency of
measurement techniques. Validity refers to whether relseetually measures what
it was intended to measure, reliability refers to whetitve research produces
consistent results. So, sound measurement must meesthef validity and reliability.

4.9 GLOSSARY

-Reliability is the ability of a scale to measurensbhing without any bias.

-An instrument (questionnaire) is said to be valid ipibduces some generally
acceptable results fro a given study.

- A good research instruent is that which possess suifficeliability as well as
Validity

4.10 ASSIGNMENTS
1. What do you mean by Reliability and Validity ?

2. What is the important role played by Reliability avadidity ?

3. Differentiate between Reliability and Validity ?

4.11 LESSON END EXERCISE

1. Tailor uses inch-tape to measure the lenght of sait example of

2. The degree of agreement betwee various items of aoment is known as
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a) Content Validity b) Internal consistency
c) Face Validity d) None of these

3. Reliability refers to consistency in the resulterehas Validity refers to measuring
What is meant to be measured by a scale (True/ Falsa)

4.12 SUGGESTED READING
1. Naresh Malhotra : Marketing Research.

2. C.R. Kothari : Research Design
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Course No. : SOC-C-302 Lesson No. 5

Unit - 1l

MEASURES OF DISPERSION Semester-ll|

STRUCTURE

5.1 Introduction
5.2 Objectives

5.3 Types of Measures of Dispersion

53.1 Range
5.3.2 Interquartile Range and Quartile Deviation
5.3.3 Mean Deviation
5.3.4  Standard Deviation
5.4 Coefficient of Variation
5.5 Summary
5.6 Glossary

5.7 Assignments

5.8 Lesson End Exercise

5.9 Suggested Readings

5.1 INTRODUCTION

In the Lessons 9 and 10, we have studied the various mea$werdral tendency

that are used to provide a single representative valaegofen set of data. This
value tells us where the centre of the set of databtiesloes not tell us how the
data is scattered around this central value. Two setitaf may have the same
average but the items in one set may scatter widelyndribs average while in the
other case, items may be close to the averageidmHy the central value alone
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can not describe the distribution adequately. A further gesosr about the
scatteredness is necessary to get a better descoptitata. The extent or degree
to which data tend to spread around an average in cadletisiirersion or variation.
Measures of dispersion help us in studying the extend tohvdiiservations are
scattered around the central value. Such measures pf@ lmetomparing two or
more series with regard to their variability.

A good measure of dispersion should possess, as faraligpate same properties
as those of a good measure of central tendency as @dcuaskesson 9.

5.2 OBJECTIVE

After successful completion of this lesson, you shouldlie to :

» understand the concept of dispersion,

» know the significance of measuring dispersion,

* know the different types of measures of dispersions,
 distinguish between absolute and relative measures of sl@per
* know the computational procedure of these measures, and

» understand the various importance of these measures.

5.3 TYPES OF MEASURES OF DISPERSION

Following are same of the well known measures of dispemsiooh provide a
numerical index of the variability of the given data :

() Range (i) Semi-Interquartile Range
(i) Mean Deviation (iv) Standard Deviation

Further, measures of dispersion are of two types, naflgiute measure of
dispersion and Relative Measure of dispersion.

Absolute measures of dispersion are expressed in the aimé which the

observations are given. These measures are usefdrfgracing two or more sets
of data where units of measurements is the same. \Retaasures of dispersion
are expressed as ratio or percentage or the coeffafighe absolute measures of
dispersion. These measures are pure number, free frof umtasurement and are
generally called coefficient of dispersion. Relative soeas are useful for comparing
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variability in two or more sets of data where units eBsurement may be different.
Now we shall discuss various measures.

5.3.1Range :

Range is the simplest measure of dispersion. It is defisdhe difference between
the highest value and lowest value of the data. In syniitdnge is given by
Range =L - S
where L = largest value, and
S = smallest value.
In case of grouped data, the range is defined as the dd&eketween the
upper limit of the highest class and the lower limit leg smallest class.
Range is the absolute measure of dispersion which issuitdable for
comparison. To overcome this difficulty a relative sw@a of dispersion, called the
coefficient of Range is calculated by the following foian

L-S
L+S

Range is not suitable measure of dispersion becausaat isased on all
the observations. It is also affected by extreme @htens. It does not tell us about
the variation in the observations relative to therage. Despite various limitations,
ranges us a quick and simple measure and it is useful ityqraaitrol for analysing
the variations in the quality of the product. It is vaseful in weather forecasting.
5.3.2The Inter-Quartile Range or Quartile Deviation :

Coefficient of Range =

The quartile deviation, also known as semi-interquartiege, is computed by
taking the average of the difference between third quartile (Q,) and the first quartile
(Q)- In symbolls, this can be written as

Q;-Q

Q.D. = T

As quartile deviation is an absolute measure of dispergios its relative measure
of dispersion called coefficient of quartile deviation,defined as
QG-

Coefficient of Q.D. =1 ~
iCl Q Q3+ Ql
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It is also not suitable because it is not based othalitems and it is very
much affected by sampling fluctuations. However, & good measure of dispersion.
In case of open-end frequency distribution.

Example 1.For the following data, compute quartile deviation daadoefficient.

Weekly Wages (in Rs.) No. of Workers

Below 850 12
850-900 16
900-950 39
950-1000 56
1000-1050 62
1050-1100 75
1100-1150 30
1150 and Above 10

Solution. To compute quartile deviation, we first need the vatii€3 and Q which
can be obtained from the following table :

Weekly Wages (in Rs.) No. of Workers f c.f.
Below 850 12 12
850-900 16 28
900-950 39 67
950-1000 56 123
1000-1050 62 185
1050-1100 75 260
1100-1150 30 290
1150 and Above 10 300
N = 300
Since%=70 = 75 which falls in the class 950-1000, thusifgiven by
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|
(]
ul
o
+

50
= 950 + -~ = 950+7.14

7
= 957.14
Similarly Q, is
1050 #2218 60
= ———————— X
< 75
2000
= 1050 + = 1050+26.67
75
= 1076.67
— 1076.76- 957.1
Thus Q.D.= 2%
2 2
119.53
= ——— =59.765
2
and Coefficient of Q.D. is
Q-Q

Coefficient of Q.D. =
Q Q3 +tQ,

_ 1076.67 957.1
"~ 1076.67% 957.1
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119.53
2033.81
0.0587
= 5.87%

The quartile deviation is superior to range as it is dasetwo extreme
values i.e. it is based on middle 50% of the observations

5.3.3 Mean Deviation :

As discussed, the range and quartile deviation are nad basall the observations.

More so, these are not measures of dispersion ih sémse of the term as they do
not measure scatteredness in observations around r@gevé&he mean deviation

is an improvement as it considers all the observatibiean deviation is defined as
the arithmetic mean of the absolute deviations otndadions taken from some

central value, such as mean, median, mode. Here alletiiations are treated as
positive regardless of sign. In symbolls, the mean tlemiabout mean, median or
mode can be expressed as follows :

Mean Deviation from mean))
_ 1 e
M.D. (X) = —Z[X-X]
N
Mean Deviation from median (W:
1
M.D. (M) = NZ\X—Me\
Mean Deviation from Mode (M :
1
M.D. (M) : = NZ\X—MO\

where N is the number of observations.

In case of grouped data, the above formulae can be eggrass.
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M.D. (X) = %Zf X -X]|
1
M.D. (M) = 1 =f X =M

M.D. (M) = %Zf X =M,

where N be the sum of frequencies.

The relative measure corresponding to the mean deviataled the
coefficient of Mean Deviation, is obtained by dividifgetmean deviation by the
particular average used in computing the mean deviation, Tfhmean deviation
has been computed from mean, the coefficient of mewaatas would be :

. .y M.D.(X)
Coefficient of Mean Deviation :T
Although the mean deviation is a good measure of dispersonse is

limited.

Example 2. Consider the following data which are relate to thessale
acompany for 100 days :

Sales (Rs. thousand) No. of days
40-50 10
50-60 15
60-70 25
70-80 30
80-90 12
90-100 8
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Compute mean deviation from mean, median and mode. Alsonaheir
coefficient of mean deviation.

Solution : To compute mean deviation from mean,median and mode, fir
we compute mean, median and mode. We construct the fajjcabie :

Sales No. of days Mid-Poift fx X =X|| fX=X| []x-M]
(Rs. Thousand) f X
40-50 5 45 225 5 26 130 26.67
50-60 15 55 825 20 16 240 16.67
60-70 25 65 1625 45 6 150 6.67
70-80 30 75 2250 79 4 120 3.33
80-90 20 85 1700 95 14 280 13.33
90-100 5 95 475| 100 24 120 23.33
Total 100 Sfx= S X=X |=
7100 1040
FIX=M IX-M| XM
133,35 28.33 141.65
250.05 18.33 274.95
166.75 8.33 208.25
66.60 1.67 50.10
66.65 11.67 233.40
116.65 21.67 108.35
Sf [X-M| Sf [X—M|
=800.05 =1016.70
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_ZfX 7100
Here X = W:W = 71.00

50-45

=70 +

=70+ =71.67

and

fl_fO .
Mo =L+ 28 -1,
30- 25
+ X
2x 30— 25- 20

=70 10

—70+5—O = 73.33
B 15 7

() The mean deviation from mean is

2f|X-X| 1040

= 10.40
N 100

M.D. (X) =
and coefficient of mean deviation is
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- — M.D. (X)
coefficient of M.D. X) = ——=—

X
- 2249 _ 0.146478
©71.00
= 14.65%
(i) The mean deviation from median
M.D. (M) = >f [X-M,| 800.05
D- (M) = N 100
= 8.0005_~8.00
and its coefficient is
M.D. (M)
coefficient of M.D. (M) = M.
e
- 2% 11162
-~ 7167
= 11.16%

(i) The mean deviation of mode

=f [X—Mo| _1016.70

M.D. (M) =

N 100
= 10.17
and
M.D.(M,)
Coeff. of M. D. (M) = M—
0
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—&17—01387
© 7333

] 13.87%

Note : You may observe here that the mean deviation fromaneadi8.00 which
minimum as compared to other mean deviations. It lsasl#en discussed while
discussing median in lesson 10.

5.3.4 Standard Deviation :

Standard deviation is the most popular and important meadulespersion. It
satisfies most of the properties of a good measure pémdi®n. The standard
deviation is defined as the positive square root of tilenagtic mean of the squares
of deviations of the observations taken from the méais also known as “Root
mean square

Deviation” and is generally denoted by the small Gredierlet (called sigma).
Symbolically, for ungrouped data or individual series, taadard deviationd) is
defined as

1 _
SD. =o = \/Nz(x—x)z

In case of frequency distribution, the formula becomes

. \/izf (X —X)?
N

The square of the standard deviation is known as variftnisedenoted by
c?and given by

1 —\2
ol = \/NZ(X_X) . for individual series
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1 —1\2
= \/NZf (X =X)", for continuous series.

Remarks :

1.The S.D. is an absolute measure of dispersion or variability istatdition. The
greater the amount of dispersion or variability, theagrethe standard deviation.
On the other hand, a smaller standard deviation melaigber degree of uniformity
of the observations.

2.Standard deviations of two or more distributions with nearly identicansienay
be compared in respect of variability in observation around the méas.
distribution with the smallest standard deviation hastbet representative mean.

3.The S.D. is expressed in the unit of the observations of the séiiesthe
variance is measured in square urffor example, if the observations are
measured in inches, the S.D. will be in inches while vidneance will be in sq.
inches.

Computation of Standard Deviation (S.D.)
(DIndividual Series or Ungrouped data

For ungrouped data, the following two methods are used for comgmitndard
deviation—

1. Direct Method.
2. Short-cut Method.
Direct Method :
In this procedure, the following formula is used for cakndpS.D. ¢)—

o = \/[%Z(X—YZ)} e
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Remarks : 1. Formula (1) is taken to be appropriate only when thenmea
is a whole number.

2. Formula (2) does not involve any deviations and thusjdsbeuecommended
when the observations are not too large.

The following examples will clarify their use.
Example 3.Calculate S.D. from the following set of observations :
X: 10 11 17 25 7 13 21 10 12 14
Computing S.D.

X (x—X) (x=X)?
10 -4 16
11 -3 9
17 3 9
25 11 121
7 —7 49
13 -1 1
21 7 49
10 -4 16
12 -2 4
14 0 0
2x=140 Y(x=X)*= 274
Solution :
Here X = §=ﬂ) =
n 10
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Using formula (1)

G = \/:%Z(x—i)z}

= ix274}
|10
=(27.4) = 5.23

Example 4.Use formula (2) to calculate S.D. for the data in example 3.
Calculation of standard deviation

X x?
10 100
11 121
17 289
25 625
7 49
13 169
21 441
10 100
12 144
14 196
>x=140 Ix?=2234

Solution :
Using formula (2)i.e.,
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_ | 2234 ( ﬂojz
VL 10 10
= \[223.4-196]
=[27.4]=5.23
Which is the same as that obtained in example 3.

Short-cut-Method

In most of the cases the arithmetic mean of thengilistribution happens to be a
fractional value and then the process of taking deviaimhequaring them becomes
quite tedious and time consuming in the computation of SadDoviercome this
difficulty, short-cut method of computation is used whickolaes deviations from
assumed mean. The short-cut formula for calculating S:B. i

SD. =0 = ...(3)

Here, d = deviation from assumed mean, say A ; i.e., d = (x-A)
>d = the sum of deviations
>d? = the sum of squares of deviations
n = the number of observations.
Example 5.Find S.D. from the data in example 3.

Computation of S.D.

X d=x—-A of
10 —2 4
11 —1
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17 +5 25
25 +13 169
7 —5 25
13 +1 1
21 +9 81
10 —2 4
12 0 0
14 2 4
n=10 >d=20 >d*=314
Solution :
Let A =12

Using formula (3)i.e.,
) \/{zaz (zaﬂ

= .|| 2= ==

n n

~\Vl10 \10

= (31.4-4) =V(27.4)
=5.23

(I Computation of S.D. in Grouped data

Any of the following three procedures may be applied td 1D. for grouped
data.

1. Direct Method.
2. Short-Cut Method.
3.  Step-Deviation Method.
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Direct Method :

In direct method of computing S.D., the following formulauged—

S.D. = = \/[%Zf (x—i)z} .(8)

where symbols have their meaning.

Example 6. Use direct-method to calculate the S.D. of the following discrete
frequency distribution.

Size (X) : 4 5 6 7 8 9 10
Frequency : 6 12 15 28 20 14 5
Solution. Computation of S.D. (Direct-method)
Size| Frequendy fx (x=x) (=x%)? f (x—X)?
X f
4 6 24 -3.06 9.3636 56.1816
5 12 60 —2.06 4.2436 50.9232
6 15 90 -1.06 1.1236 16.8540
7 28 196 —0.06 0.0036 0.1008
8 20 160 +0.94 0.8836 17.6720
9 14 126 +1.94 3.7636 52.6904
10 5 50 +2.94 8.6436 43.2180
N =100 | D fx=706 D f(x-x)?
= 237.6400

Here, we first calculate —
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Using formula 4

S.D.=o= 12f(X—7<)2 _ 22 = /(2.3764 =1.54.
s« )

Remark : This method involves deviations from actual megn Thus, the

computation procedure becomes difficult when mean is not @ewhumber.
However, in practitar the procedure is rarely used ashatib mean is generally
a fractional value.

Short-Cut-Method :

In the direct method of computing S.D., we face a diffisitiiation when the
arithme mean is not a whole number. To avoid such ultigs, we consider the
deviations observations from a suitably chosen assumazoh, sayA. In short-cut

method of comping the S.D. we make use of the followimmuita—

G I

Whered is deviation from assumed mean. The short-cut medhadlculating S.D.
involves the following steps—

Example 7.Use short-cut method to find the S.D. of the data in example 6.

Solution.
Computation of S.D. (Short-cut method)
X f d = (x-7) fd d fd?
4 6 -3 -18 9 54
5 12 -2 24 4 48
6 15 -1 =15 1 15
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28 0 0 0 0
8 20 1 +20 1 20
14 2 +28 4 56
10 5 3 +15 9 45
N = 100 >fd =6 Sfd? =238

Using formula 5

el ¥ R

J[2.38- 0.003§=+/ 2.3764 1.5

Step—Deviation Method.

Q
|

In short-cut method of calculation our main aim isitopdify the deviations
so that computations become easier. In grouped dat@llgpecontinous frequency
distributions, we observe that the calculations cafuttker simplified if deviations
(d) are divided by a common factor, dgywhich is usually the size of the class-
interval to get the step-derivationsdisHowever, such a division is then reflected
in the formula for computing S.D. which now becomes —

Lk (ZNWT

c=h

Steps involved in computing S.D. by using step-deviation odkthill be clear
from the following example.

Example 8.Use short-cut and step-deviation method for calculating S.D. of the
following distribution.

Age groups (years) : 25-30 30-35 3540 40-45 45-50 50-55
No. of workers : 10 12 25 40 10 3
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Solution. Using Short-cut method.
Computation of S.D. (Short-cut method)

Age | Frequency] Mid-valu¢ d= (x—42.5) foP? d? foP?

f
25-30 10 27.5 -15 -150 225 2250
30-35 12 32.5 -10 -120 104 1200
35-40 25 37.5 -5 -125 25 625
40-45 40 42.5 0 0 0 0
45-50 10 47.5 50 25 250
50-55 3 52.5 10 30 100 300

N=100 2 fd= -315 2 fdk?
= 4625
The assumed mean is taken as A = 42.5. Using formula (22).
2
Yfd® (Y fd) | || 4625 (-315]
6= N N 100 100
= J[46.25- 9.922b= [ 36.327= 6.03 years.
Using Step-derivation Method :
Computation of S.D. (Step-deviation Method)
_ X—42.5 ,

Age  Frequency Mid-value d’ = 5 fd fd'2

f X
25-30 10 27.5 -3 -30 90
30-35 12 32.5 -2 -24 48
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3540 25 37.5 -1 -25 25

40-45 40 42.5 0 0 0

45-50 10 47.5 1 10 10

50-55 3 52.5 2 6 12
N =100 2fd =63  Xfd?

=185

Here,A = 42.5 andh= 5. Using formula (6)i.e.,

ZNfd ? [ZNfd'T

Putting the values from the table,

o = 5\/{%82(1%?32} = 5,/ (1.85- 0.3969)

= 5/(1.453) = 5x1.2054 = 6.03 years.

Which is the same as that obtained by short-cut method

Remark : In grouped data case, we have demonstrated variob®dasedf
computing the S.D. If is easy to see ttap-deviation methodis, in general, best for
calculating S.D. of the grouped data.

Merits and Demerits of Standard Deviation :
Merits.
1. It is rigidly defined.
2. Its computation is based on all the observations.

3. It is amenable to further algebric treatment whielkes it the most important
and widely used measure of dispersion. For example, theisSu3ed in
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computing skewness, correlation etc. It is an impostatistical measure in sampling
theory.

Among all the measures of dispersion, it is leasttaifl by sampling fluctuations.

S.D. enables us to determine the reliability of meaintwo or more series
having equal means. In such a situation, a seri@sgha

minimum S.D. will have the most representative meaather words, a smaller
value of S.D. reflect greater compactness and smali@bility among items.

Demerits :
1. S.D. is comparatively difficult to calculate.
2. It gives greater weight to extreme observations.
3. It is an absolute measure of dispersion and cannasdakefor comparing
variability of two or more distributions expressed iffiedent units.
5.4 CO-EFFICIENT OF VARIATION (C.V.)

It is now clear that the standard deviation, as esorea of dispersion, gives
us an idea about the extent to which observationscateesed around their mean.
Thus, two or more distributions having the same mean can be compared directly
for their variability with the help of corresponding standard deviatidvisw the
following two situations may arise —

(@ When two or more distributions having unequal means are to be

compared in respect of their variability.

(b) When two or more distributions having observations expressed in
different units of measurements are to be compared in respectrof thei
scatteredness or variability.

For making comparisions in the above two situations, we use a relative
measure of dispersion, called-efficient of variation (C.V.). The co-efficient of
variation (C.V.) is defined as —

o)
C.V. =— x100
X
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Remarks :
1.Co-efficient of variation is a pure number independehtthe units of
measurements.
2.This is useful for making comparisons between two or nalisibutions in
respect of theivariability, homogeneity, uniformity or consistency.
3.The distribution having greater C.V. is considered nwar@&ble than the other
and the distribution with lesser C.V. shows greater stersty, homogeneity and
uniformity.

The following example will clarify the use of co-effinieof variation.

Example 9. A sample of 5 items was taken from the output of a factory.
The length and weight of 5 items are given below :

Length (Inches) : 5 6 7 9 12

Weight (Ounces) : 13 15 18 19 20

State which of the two characteristics of the two items is morablari

Solution. The two characteristics of the items, are length andhtve
expressed in inches and ounces respectively. Sinemitiseof the two characteristics
are different, their variability can be compared wite thelp of co-efficients of
variation which is computed as under —

Computation of co-efficient of variation

Length (Inches) Weight (ounces)

X d= (x-7) dx? dy d = (y-18) dy?

5 -2 4 13 -5 25

6 -1 1 15 -3 9

7 0 0 18 0 0

9 19 1

12 5 25 20 2 4
n=5 Ydx=4 Yd¥=234 n=>5 Ydy=-5  >dy =39

For Length (x-Series)
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2.4

n

Mean =X=A+

4
=7+ E = 7.8 inches.

- [[68-064 = [6.14

= 2.48 inches.
For Weight (y-Series)

Zy

Mean = Y=A+~=—~

-5
= 18+ (?) = 17.0 ounces.

e 2 5T
=]
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- 751 = (69

= 2.61 ounces.
Co-efficient of variation

C.V. oX 100 2.48 100
= ——X = X
Tox 7.80

= 31.79%

Co-efficient of variation

C.V oy 100 2.61 100
V. = —x = —X

y 17.00

= 15.35%

on comparing the two C.V.'s we can say that the lengtracteristic is more
variable than weight.

SUMMARY

The average does not enable us to draw a full pictuaesef of observations.
Two sets of observations may have the same averaggbebobsrvations in one
may scatter wildly around this average while in the otlase, all the observations
may be close to this averagEhus, the measure of sactterednes of observation
around their average is necessary to ge a better description of dataxiére or
degree to which data tend to spread

around an average is calledispersionor variation. Measures of dispersion may
be absoluteor relative. Absolute measures of dispersion are expressed in the unit
of given observations. Such measures are useful for cogpariations in two or
more distributions in which the units of measurementtlaeesame. On the other
hand,relative measures of dispersion, also called co-efficient dispersion, are
pure unitless numbers useful for comparing the vataioiltwo or more distributions

in which units of measurements are different. We study fimportant absolute
measures of dispersion, namelRange, Interquartile range and Quartile
deviation, mean deviationandstandard deviation. The Rangeis defined as the
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difference between two extreme observatidmgrquartile range is the difference
between the third and the first quartf@uartile deviation gives the average amount
by which the two quartiles differ from the median. Rangerquartile range and
guartile deviation are not measures of dispersion irstiiet sense of the term as
they do not measure scatteredness in observationsdaaousverage and more so,
their computation is not based on all the observatiglean-deviation is defined
as the arithmetic mean of the absolute deviationsdus items from an average
value, such as mean, median or mode. In the computdtimean-deviation, we
ignore signs of deviations and consider absolute valuesTdmgtandard-deviation
is defined as the positive square-root of the arithmeean of the squares of
deviations of observations from the arithmetic méHms is also known a'soot
mean square deviation. The square of standard-deviation is knowwasance.
The standard deviation is expressed in the unit of osens in the series while
variance is measured in square units. The standard devmtioe best measure of
dispersion as it satisfies most of the desirable prasert

After defining absolute measures of dispersion, we fade thée difficulty
of comparing variability in two or more distributions which observations are
expressed in different units or the means of the digtoibs are widely different.
Thus, relative measure of dispersion are defined to omercsuch situatiorCo-
efficient of Variation (C.V.) is the best measure
of relative dispersion to deal with such situatio@sV. is useful for comparing
distributions in respect of their variability, homogigneuniformity or consistency.
The distribution having greater C.V. is considered mori@bie than the other, and
the distribution with lesser C.V. shows greater constste homogeneity and
uniformity.
56 GLOSSARY
- Dispersion : It is the variations in all data whenceenpare it with its mean value
So it can also be called Spread in data
- Range : A simplest measure of dispersion
- Mean Deviation: It measures the average deviatia@ats from its central value.
-Standard deviation overcomes the limitations of meaiatit@v i.e. effect of negative
items.
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5.6

ASSIGNMENTS

a s b

10.
11.
12.

13.
14.
15.

What do you understand by dispersion? What is the needudying
dispersion?

What is meant by absolute and relative measure ofrdisp@

Explain briefly the essentials of a good measure patian.

What do you mean by dispersion? Enlist the importansumes of dispersion.

Define range and quaritle deviation. Also write theiritee@nd demerits as
a measure of dispersion.

Define mean deviation with its merits and demerits.

Define standard deviation. Explain its uses.

State the properties of standard deviation. Why slliéct the best measure
of dispersion?

What is meant by relative dispersion? When are tiseg? How are they
measured?

Define variance and co-efficient of variance.

Discuss some important algebric properites of S.D.

In what way measures of variation supplement messi central tendency?
Explain.

What is co-efficient of variation? What purpose dbesrve?
Distinguish between variance and co-efficient avfagion.

From the following data, find range and quartation. Also determine their
co-efficients.

Months 1 2 3 4 5 6 7 8 9 10 11 12
Sales(Rs.) : 78 80 80 82 82 84 84 86 86 88 88 90

16.

17.

18.

Calculate Q.D. and its co-efficient from the follogvidata :

Weight (Kg.) : 60 61 62 63 65 70 75 80

No. or workers : 1 3 5 7 10 3 1 1

Calculate range and Q.D. for the following dataoAind their co-efficients.

Classes : 05 5-10 10-15 15-20 20-25 25-30 30-35 35-40

Frequency : 4 5 6 10 11 9 4 1

You are given two variables A and B. Using Q.Rteswhich is more variable.
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19.

20.

21.

22.

Mid points @ 15 20 25 30 35 40 45
Frequency : 15 33 56 103 40 32 10
Mid points : 100 150 200 250 300 350 400 450
Frequency : 340 492 890 1420 620 360 187 140
Calculate mean deviation from median of the pgpesn below :
Prices (Rs.) 210 220 225 225 225 235 240 250 270 280
Also find co-efficient of mean deviation.

From the table given below, find mean deviation fthenmedian and also its
coefficient.

Size : 0-10 10-20 20-30 3040 40-50 50-60 60-70
Frequency : 4 8 11 15 11 7 4
Find S.D. and C.V. from the following data :

Marks : 0-10 10-20 20-30 30-40 40-50 50-60 60-70
No.of Student : 10 15 25 25 10 10 5

Find mean and S.D. from the following data. Also find.C.V
Age (Less than) 10 20 30 40 50 60 70 80
No. of persons 15 30 53 75 100 110 115 125
[Hint. Change the data into a simple frequency distribution]

5.8 LESSON END EXERCISE

1. The formula for computing Range is

2.

deviation is not affected by the negative valuegan da

3.

is the statistical tool that can be used to ceripadegree of

deviations in two different data sets.

SUGGESTIVE READINGS

1.

Clark, T.C. and E.W. Jordan (1985). Introduction to Bssirmend Economic
Statistics, South-Western Publishing Co.

Enns, P.G. (1985) Business Statistics.
Gupta, S.P. Statistical Methods.
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Course No. : SOC-C-302 Lesson No. 6
Unit - 1l CORRELATION ANALYSIS Semester-Ill

STRUCTURE

6.1 Introduction

6.2 Objectives

6.3 Meaning of Correlation

6.4 Methods of Studying Correlation

6.5 Scatter Diagram Method

6.6 Karl Pearson’s Coefficient of Correlation andGsmputation
6.7 Spearman’s Coefficient of Rank Correlation
6.8 Summary

6.9 Glossary

6.10 Assignments

6.11 Lesson End Excercise

6.12 Suggested Readings

6.1 INTRODUCTION

In the previous lessons we have confined our discussighghe distributions

of the data involving only one variable. Such a distribut®oalled univariate
distribution. However, in practice, we come acrossatibns where more than
one variable are involved. For example, demand and gugdpd commodity,

volume and temperature of a gas, heights and weightudgést in a class etc.
In such situations, our aim is to determine whethereliists a relationship
between two variables. If such a relationship can be exgudssa mathematical
formula, then we shall be able to use it for an analysidata. Correlation is
the method that deals with the analysis of suchtiaiahips between two
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variables.
6.2 OBJECTIVES

After successful completion of this lesson, the studesite able to :
» understand the concept of correlation,

» draw a scatter diagram and have an idea about typesrefaton,

e compute and interpret correlation, and

» know the limitations of correlation coefficient

 calculate Karl Pearson’s Coefficient of Correlation different methods,
 learn some important properties of Coefficient of r€tation,

» understand the probable error and its application, and

» know about Coefficient of Determination and its use.

» to understand the meaning of ranks and rank correlation.

* to learn the computational procedure of rank correlation

* to know the merits and demerits of rank correlation, an

6.3 MEANING OF CORRELATION

If for every value of a variable, X, we have a corresjmg value of another
variable Y, the resulting series of pairs of valuesvad variables is known as
bivariate population and its distribution is known as hatardistribution.

In a bivariate distribution if the change in one Malgaappears to be accompanied
by a change in other variable and vice-versa, therivtio variables are said to be
correlated and this relationship is called correlationo-variation. In other words,
the tendency of simultaneous variation of the two Wéesis called correlation.
Then correlation studies the degree of inter-dependeneede two variables.

*The correlation is of the following types :

Positive and Negative Correlation ‘As a first step, the correlation may be classified
according to the direction of change in the two vargabl&hen the increase (or
decrease) in one variable results in a correspondingaser(or decrease) in the
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other, the correlation is said to be positive. Thustipescorrelation means change
in both variables in the same direction. For examplgease in amount spent on
advertisement and sales. However, if the two varialdesid in opposite direction,
they are said to be negatively correlated. In othedsyafthe increase (or decrease)
in one variable creates a decrease (or increas#)eirother variable, then the
correlation between two variables is said to be negativ

Further the correlation is perfectly positive if th@nge in two variables is in
the same direction and same ratio. However, it is périeegative if the change in
two variables is in opposite direction but in same ratio

6.4 METHODS OF STUDYING CORRELATION

The following methods may be used for studying the coiveldtetween two
variables ( For ungrouped data) :

(i) Scatter Diagram Method (i) Karl Pearson’s Co@dfit of Correlation (iii)
Spearman’s Coefficient of Rank Correlation.

The first two methods are discussed in the presaeareshile Spearman’s Coefficient
of rank correlation will be discussed in Lesson 13.

6.5 SCATTER DIAGRAM METHOD

A graphical representation of a set of pairs of valdesvo variables X and
Y in a coordinate system is called a scatter diagrasingply dot

diagram. By means of scatter diagram one can quickly jucgeyple of correlation
between the variables. Scatter diagrams, as an exashpljng various degrees
of correlation are shown in the given figures

Y

Perfect
Positive Correlation
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Perfect
Negative Correlation

High Degree
Negative Correlation

High Degree
Positive Correlation
le) ©) x © (d) X
Y
No Correlation
o () X
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In figure (a) all the dots are lying on a straight lofepositive slope, thus
we have a perfect positive correlation between two bi@saand the value of
correlation coefficient will be +1. Similarly, in figb) all the dots in the diagram
are lying on a straight line of negative slope andditustion shows perfect negative
correlation between two variables. Here its value wilHi. In fig. (c), the dots lie
close to a straight line of positive slope and thiswsha high degree positive
correlation. Similarly, in fig (d), the dots lie closea straight line of negative slope
which indicates that the negative correlation of highree exists between two
variables. Finally, if the dots do not follow a pattatangwith a straight line as in
fig. (e), we have no correlation or zero correlatéon we may conclude that no
linear relationship exists between the variables X ‘ént¢h view of the above
discussion, it is clear that the greater the scaftdots from the straight line on the
graph, the lesser the correlation.

This method has the following drawbacks :
() It gives only a rough idea that how the two varialales related.
(i) It gives an idea about the direction and also wérahhigh or low.

(i) It does not indicate the degree or extent of i@feghip existing between
the two variables.

In the following section we will discuss Karl Pearsonisefiicient of Correlation
which measures the correlation numerically.

6.6KARL PEARSON’'S COEFFICIENT OF CORRELATION

To determine the degree or extent of the linear cioel between two variables,
Karl Pearson, defined a numerical measure called Coorel@oefficient denoted
by r, and given by

Cov(X,Y) Cov(X,Y)

where Cov (X, Y) is the covariance between X and Y, apdand o, are the
standard deviations of X and Y respectively. It is alsowkm as Product Moment
Correlation Coefficient or simply Coefficient of Gelation.

If (X, Y),i=1,2,3,...nbe the set of values of sindrom a bivariate population
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of (X, Y). Let X and y be the means of X and Y respectively, then correlatio
coefficient is given by

r= n

1 —\2 11 2

=Z(X=X) [=Z(Y =Y

\/n ( ) \/n ( )
_ XY -nXY o
\/ZXZ— n)?z\/zy 2 v2

It can also be expressed as
' anY_(ZX)(ZY) ....... (2)

] JREX2=(2X )2 ey 2- (2 )?

The study of the correlation is of immense use in malclfe where most of the
variables show some kind of relationship. With the loflgorrelation coefficient
we can measure the degree of relationship existing betvazebles.

The value of the coefficient of correlation) (always lies between—1 and +1.
Wherer = -1 or +1, the correlation is said to be perfectly tiegar positive. An
intermediate value afbetween —1 and +1 indicates the degree of linear relajons
between two variables X and Y whereas its sign tells abloeitdirection of
relationship.r = 0 means no linear relationship between two varialblesvever,

if covariance is zero then the variables are saidetandependent and= 0.

The correlation coefficient is a pure number, indepenaliethie unit of measurement.
Limitations of Correlation Coefficient

The correlation coefficient is a measure of theti@taghip between two variables,
say X and Y. While it generally, serves as a usefuissitatl tool, we should also
be aware of its limitations. The correlation coéint is a measure of statistical
relationship, and not of casual relationship, betweenwwo variables. This means
that the value aof tells us whether, and with what regulantyncreases or decreases
as X increase. But it cannot tell us whether that as@eor decrease is due to any
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casual or cause-effect relationship between two vasiablgrther, the correlation
coefficient is a measure of linear statistical refahip only, and may fail to be a
proper index of statistical relationship in case ihas-linear.

Calculation of Correlation Coefficient

For ungrouped data, Karl Pearson’s Coefficient of Caioglacan be obtained by
using any of the following three methods :

Actual Mean Method : In this method, we make use of the following formula to
determine the coefficient of correlation :

. Z(X=X)(Y-Y)
XX Py -Y )

This method is suitable in cases where the man vguesid y are not fractions.

Example 1.Calculate the correlation coefficient between thglteof father and
height of son from the given data :

Height (in inches)

Father : 70, 69, 68, 67, 66, 65, 64
Son 72, 68, 70, 68, 65, 67, 66
Solution : In this examplex and y are not fractional values as
469 476 . .
X = = 67 andy = = 68, so actual mean method will be suitable.
Height of | Height of | XX [(X=X)2| (Y=-Y) |(Y-Y)? |(X-X) (Y-Y)
Father (X)] Son (Y)
70 72 3 9 4 16 12
69 68 2 4 0 0 0
68 70 1 1 2 4 2
67 68 0 0 0 0 0
66 65 -1 1 -3 9 3
65 67 -2 4 -1 1 2
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X = 469 | XY = 476 28 34 25
Thus
. Z(X—X) Y—Y)
JE(X-X P2 (Y=Y )

__ 25

J28x 34
_ ﬁ —_ 0 81
"~ 30.86

Il Short-cut Method : When mean values of X and Y ije.and y are

in fractions and the values of paired observationisdslarge, then computation of
the coefficient of correlation can be further sinpdif by using deviations of the
observations from some suitable chosen values (cabednasl means). The formula
for computing correlation coefficient based on deviaien

nZd,d, - (T dx(Z dy
Jnedd — (S d?\ & df— (= dy

where

dx = X-A, the deviations taken from assumed mean A.
dy = Y-B, the deviations taken from assumed mean B.
>dx = Sum of deviations of X.

2dy = Sum of deviations of Y.

>dx? = Sum of squares of deviations of X.

>dy?* = Sum of squares of deviations of Y.

2dxdy = Sum of products of the deviations of X and Y.
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The computational procedure will be more clear from tHeviatg example

Example 3.0btain the coefficient of correlation between X anfilom the following
data :

X: 47 44 40 38 42 43 45 42 44 40 46 44
Y: 19 26 30 31 29 29 27 27 19 18 19 31
Solution :

X Y |dx= X-42| dy=Y-29 | dx dy? dxdy
47 19 5 -10 25 100 -50
44 26 2 -3 9 —6
40 30 -2 1 1 -2
38 31 —4 2 16 4 -8
42 29 0 0 0
43 29 1 1 0
45 27 3 -2 9 4 -6
42 27 0 -2 0 4 0
44 19 2 -10 4 100 -20
40 18 -2 -11 4 121 22
46 19 4 -10 16 100 -40
44 31 2 2 4 4 4
Total 11 —43 87 447 ~108

(BI)(HX) — bl

(B — S, “(BI) - S|,

12(~109—( 1)(- 4}

J12x87-(19°\ 1 447 (- 43
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—823

V923V 3515

—823
1801.21

= —-0.457
NOTE :- All the methods provide same value of coefficient of eation.

Some Properties of Correlation Coefficient
The following are the main properties of the coefficehtorrelation :

() The correlation coefficient between two varightesymmetric, i.e. correlation coefficient
between X and Yrgy) Is same as correlation coefficient between Y andyx)( (e. My
=T

(The coefficient of correlation,r, lies between -1 and +1, i.e.
—1<r<+ 1.

(i) The coefficient of correlation is independent ofidie of origin and scale.

Here charge in origin means adding or subtracting smmetant value from given

observations on the variable X and Y and change le seans multiplying or dividing

the observations on X and Y by same constant valugpdSapwe want to obtain

correlation coefficient between X and Y. Now to deteernxiyr; let the constant®“and

‘b’ be subtracted from X and Y respectively. The tespulalues of X and Y be further

divided by h'and K. Let us denote the new values by U and V respsygtive.,
X—-a Y-b

h andV:T

Then according to this property the correlation coefiicietween X and Y will be
same as that of between U and V. Thus instead ahdincbefficient of correlation
between X and Y, we first define U and V and thed dut coefficient of correlation
between U and V. Thus property is very useful forucedy computational work
involved in the coefficient of correlation.

U=

NOTE :- If we takeh = k = 1, then this property reduced to short-cut method of
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determining coefficient of correlation. The computatigralcedure will be more clear
from the following example.

Example 4.Find the coefficient of correlation between X and Y frtma following
data:

Capttal Invested ('0O00 Rs.) : 100 90 80 70 6D 4 30 20 10
Profit ('000 Rs.) : 85 75 65 55 45 35 25 15 55
Solution : First we define U and V as

X-60 Y-45
= 10 and V = l—O
X Y U Vv u?2 V32 uv

100 85 4 4 16 16 16
90 75 3 3 9 9 9
80 65 2 2 4 4 4
70 55 1 1 1 1 1
60 45 0 0 0 0 0
50 35 -1 -1 1 1 1
40 25 -2 -2 4 4 4
30 15 -3 -3 9 9 9
20 5 -4 -4 16 16 16
10 5 -5 -4 25 16 20
Total -5 -4 85 76 80

. nEUV-(ZU)(ZV)
B _\/nZUZ—(ZU)Z\/nZVZ—(ZV)Z
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) 10x 80-(-5(-4
Jloxes- (5710 76-(- ¥

780

\/825/744

780
T 783.4E

= 0.9956

This means a very high degree positive correlation tveapital invested and
profit earned.

Coefficient of Determination

The coefficient of determination is a simple and usefay of interpreting the
value of correlation coefficient. It indicates the gemtage variation in the
dependent variable. In other words, it explains the petidn of variation in

the dependent variable which is explained by a changéanirtdependent
variable. The coefficient of determination, denoted hyiRdefined as

R =12

Explained Variatior
Total Variation

Also R =

If r = 0.80, then R will be 0.64 and it means that 64% variatidhe dependent
variable has been explained by the independent variable.

6.7 SPEARMAN'S COEFFICIENT OF RANK CORRELATION

We have discussed Karl Pearson’s Coefficient of Caticel, studied the degree
of covariability of linear relationship between twoightes for which the observations
are definitely measured. But often we come acrossins when definite
measurements on the variables are not possible. For examalgroup ofn
students is arranged in order of merit or proficiemcyusiness Statistics and
Economics without any attempt to asses numericallygasg to each student
a number which indicates his position in that group; thelestts are then said
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to be ranked and the number of a particular student ihlks In such type of
situations Spearman’s Coefficient of rank correlatiodesermined.

Spearman suggested that the relationship between two ranks may be studied by
calculating the Pearson’s Coefficient of Correlation for numerical values that happens
to rank. The Spearman’s Ccoefficient of Rank Correlation, denoted by a Greek
letter p (rho), is given by

_, 60"
P n(nz—l)

where

D = difference between paired ranks, i.e.

Di = R-R,
R, = rank ofith individual of variable X
R, = rank ofith individual of variable Y
n = the number of items ranked
Remarks :
1. In fact, the coefficient of rank correlation, istimog but Karl Pearson’s

coefficient of correlation between two sets of ranks.
In view of remark 1, its value lies between -1 and +1.

3. The valug = +1 stands for a perfect positive agreement betweersétso
of ranks, whilep = —1 implies a perfect negative relationship.

4. The basic assumption in this correlation is thatwm individuals be equal
in either classification so that no ties in rankstsx

Example 5.1n a beauty contest two judges rank the 10 entries asviollo

Contestant : A B C D E F G H | J
Judge | : 1 2 3 4 5 6 7 8 9 10
Judge Il : 2 3 1 6 4 5 8 7 10 9

Find the degree of agreement between ranks given by two judges
Solution : In order to find the degree of agreement between rankéindi¢he
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coefficient of rank correlation.

Computation of Rank Correlation

Contestant Rank by Rank by D = D2
Judge | Judge Il

A 1 2 -1 1
B 2 3 -1 1
C 3 1 2 4
D 4 6 -2 4
E 5 4 1 1
F 6 5 1 1
G 7 8 -1 1
H 8 7 1 1

I 9 10 -1 1
J 10 9 1 1
Total 16

Thus, rank correlation is given by

. 62 D? _ 6x16
P n( n’ —1) 10(100- 3
_ . 0 84 s
T 7990 T 990

Thus,p = 0.903 shows a high degree of agreement between ranks given b
two judges.

Example 6. Calculate rank correlation coefficient from the fellng marks given
out of 200 by two judges X and Y in a music competition to Sigyaants :
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Participant No X 1, 2, 3, 4, 5, 6, 7, 8
Marks awarded by X : 74, 98, 110, 70, 65, 85, 88, 59
Marks awarded by Y : 121, 133, 170, 102, 90, 152, 160, 85

Solution : To determine rank correlation we first assign ranks ackenawarded
by judge X and Y by allotting the first rank to the highestrks, second rank to
next highest marks, and so on. The ranks so obtaingtiddwo judges are given
in the following table :

Participantf Marks| Marks| Rank fof Rank fo D =R D2
No. by X | by Y |Marks X| MarksY
R, R,
1 74 121 5 S 0 0
2 98 133 2 4 -2 4
3 110 170 1 1 0 0
4 70 102 6 6 0 0
5 65 90 7 7 0 0
6 85 152 4 3 1 1
7 88 160 3 2 1 1
8 59 85 8 8 0 0
Total 6

Thus, Rank correlation is

2 6x 6
g GEDT . 6x6

n(nz—l) 8(64- 1
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which shows a high degree of positive correlation betvieemrmarks awarded by
the two judges.

Rank Correlation For Tied Ranks

In the previous section we have assumed that no two Jaleither series were
equal (means no tie) while discussing rank correlation. Merkven some cases, we
may have two or more equal observations in eithenetwo series or in both the
series. In such cases, we assign average (mean)oatiesset of tied observations.
For example, in assigning ranks to 10 observations we noggy that the third
largest observation is repeating three times. These tbservations (3rd, 4th and

1
5th) are therefore tied and each is assigned averageéraﬁk4+5) = 4. The next
individual assigned the rank 6. If we find again a tie of tlieervations, we assign

7+8
the rankT = 7.5 each and the next individual is assigned rank 9.

Obviously the formula

6> D?

p:l—n(T—l) ..........

cannot be used if there are ties in either one oh lseties. The Spearman’s
Coefficient of Rank Correlation is then corrected foséhged ranks and now given
as follows :

| 6[ZD2+Zm<mZ—1)/2}
n(nz—l)

p

wherem be the number of tied observations with common ranks.

NOTE :- The adjustment consists of addingm?—1)/12 to the valueD>. If
there are more than one set of tied observations, theatmm factom(nv-1)/12
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is to be added each time to the valu&Dbf for every value om. This tendency
of correction has been represente®byn?-1)/12 in formula (2).

Example 7.Calculate the coefficient of rank correlation frora tbllowing data :

Marks by
Judge | : 48 33 40 09 16 16 65 24 16 57
Judge Il : 13 13 24 06 15 04 20 09 06 19
Solution :

Judge | Judge || Rank Rank D =R D2

(X) (Y) R, R,

48 13 3 5.5 -2.5 6.25

33 13 5 5.5 -0.5 0.25

40 24 4 1 -3.0 9.00

09 06 10 8.5 1.5 2.25

16 15 8 4 4 16.00

16 04 8 10 -2 4.00

65 20 1 2 -1 1.00

24 09 6 7 -1 1.00

16 06 8 8.5 -0.5 0.25

57 19 2 3 -1 1.00
Total 41

While ranking observations of judge | i.e. X, three obsons of 16 are tied at
rank 7 and, as such they are each marked the average fr@nk8e9)/3 = 8.
Similarly the observation of Judge Il i.e. Y, two obsgions of values 13 and 6 are
tied at rank B and 8 respectively. Therefore, these observations aigreskrank
(5+6)/2 = 5.5 and (8+9)/2 = 8.5 respectively. Thus, in all theee3 tied ranks for
observation 16 of Judge I. Similarly, there are 2 tietksdar observation 13
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and 2 for observation 6 of Judge Il i.e. Y. Thus, we heetisets of tied ranks with
m = 3, 2 and 2 respectively. Therefore, on using formylaJ@earman’s Coefficient
of rank correlation is given by

6[2 D%+% m( - 1)/12}

Pt n(nz—l)

. 6 41+ {3(9- 1)/12 2(4 1)/12 24 W) /1]
10(100- 3

258 732

6| 41+ 2+1+1}
2 2

10x 99 = 17990 ~ 990

= 0.739
6.8 SUMMARY

The three different method of calculating coefficiemtcorrelation have
been discussed in this lesson. The formula for cosfficof correlation under
different methods are

(Actual Mean Method)

_ nEXY - (ZX)(ZY )
i JrEX2-(2X )2 ey 2 (zv )?

(Direct Method)

B nzdxdy-(Z d¥(Z dy
 JnmdR-(?| & df— (= oy

Spearman’s Coefficient of rank correlation is given by
(@ For Untied Ranks :

(Shortcut Method)
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6> D?

BT

(b) For Tied Ranks :

6{2 D2+1-Zm( mf — 1)}
12

n(nz—l)

p=1

6.9 GLOSSARY
- The relationship between two variables is explaineddryetation.

- Correlation may be simple (between two variables) iptelt between many
variables) or partial ( between many ariables whegeeffect of other Variables is
neutralised and in absence the relationship of two blagdas observed).

- Scatter Diagram is a graphical method to observe ctoelbetween variables.
- The value of correlation varies between +1to -1.
6.10 ASSIGNMENTS

1. What do you understand by the terms :

(0 Bivariate distribution
()  Correlation
(i) Dot diagram
2. Discuss the meaning of correlation and distinguish betyesitive
and negative correlations.

3. What do you mean by scatter diagram? How is scatter diagsad
to determine correlation?

4, Define Karl Pearson’s coefficient of correlationh&Y is it intend to
measure?

5. Give some examples of positive and negative correfation

6. What will be your interpretation if
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NDr=0(@)r=+1(ii)r=-1
7.  Determine the correlation coefficient from thedwling data on using

different method. Also find P.E., S.E., and coeffitief determination.
Comment on your results.

X : 280, 290, 290, 310, 300, 320, 330, 340
Y : 150, 160, 150, 180, 190, 210, =200, 220

8. What is rank correlation? Discuss its merits and deésneri
Write short note on Spearman’s rank correlationficgesft.

10. The rank correlation coefficient between marks obthiby some
students in two subjects is 0.80. If the sum of squaresfefatite of
ranks is 33, then find the number of student.

11. Compute the rank correlation coefficient from théoteihg data :
X : 115, 109, 112, 87, 98, 87, 109, 108
Y : 75, 74, 80, 76, 74, 70, 68, 70

12. Ten competitions in a beauty contest are ranked bg jadges in the
following order.

Judge

A 1 6, 5, 10, 3, 2, 4, 9, 7, 8
B: 3 5, 8, 4, 7, 10, 2, 1, 6, 9
C: 6, A4, 9, 8, 1, 2, 3, 10, 5, 7

Use Spearman’s Rank Correlation to determine which paidges has the
nearest approach to common tastes in beauty.

6.11 LESSON END EXERCISE
1. Correlation is used to measure the qualitative oglsip between variables.

(True / Falsa)
2. We call it perfectly positive correlation when thdueaof correlation is
a) +1 b)-1 c)O0 d) between 0 and 1
3. When one need to check the correlation among ranking , whitimitpie
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used

a) Scatter diagram b) Karlpearson’s cofficient of elation
c) Spearman’s method d) Standard deviation

6.12 SUGGESTED READING

1. S.P Gupta Statistical Method
2. S.P Gupta Statistical Method
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Course No. : SOC-C-302 Lesson No. 7
Unit - 1l REGRESSION ANALYSIS—I Semester-lll

STRUCTURE

7.1 Introduction

7.2 Objectives

7.3 Difference between Correlation and Regression
7.4 Regression Analysis and Lines of Regression
7.5 Fitting of Regression Line of Y on X

7.6 Fitting of Regression Line of X on' Y

7.7 Some Properties Regression Coefficients and Lines
7.8 Standard Error of Estimates

7.9 Summary
7.10 Glossary
7.11 Assignments

7.12 Lesson End Exercise

7.1 INTRODUCTION

In the pervious lesson, we have seen that the data gihengprresponding
value of two variables can be graphically represented $gatter diagram and
a method of finding the relationship between these wariables in terms of
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correlation coefficient were also introduced. Very ofte the study of relationship

of two variables, we come across situations where dngheotwo variables

depends on the other. In other words, what is the possihle of the dependent

variable when the value of the independent variable is known. msswations,

where one of the variable is dependent and other is independe can find a

method of estimating the numerical relationship betweenvav@bles so that

given a value of the independent variable, we can &stethe average value of

the dependent variable. Regression analysis serves tisgau

7.2 OBJECTIVES

The main objectives of this lesson are :—

* to introduce the concept of regression analysis amidglissh it with correlatin
coefficient

* to explain the two lines of regression
» to provide the computational procedure for determing ¢instants of regression
line of Y on X and X on Y.
* to explain the various important properties and applicat@fregression
coefficients, and
» to give an idea of standard error of estimates.
7.3 DIFFERENCE BETWEEN CORRELATION AND REGRESSION
ANALYSIS
Although the two analysis are complementary to one anoght the choice
of one or the other depends upon the purpose of statstigairy. The following
are the main differences between correlation and reigreanalysis :

()  The coefficient of correlation is used to meastine degree of covariation
between the two variables, while the regression asatysivides the average
relationship between these variables.

(i)  Correlation does not necessarily establishesesaasd effect relationship.
However, in regression analysis, there is a clearatidic of cause and effect
relationship. Here the independent variable is the candelependent variable
is the effect.

(i)  Whereas correlation analysis is confined only t® $tudy of linear relationship
between two variables, the regression analysis dedislingtar and non-linear
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relationships.

(iv) In correlation analysisrXy measures the linear relationship between the
variables X and Y. HereléXy = M i.e., it is immaterial which of the two
variables is taken as dependent or independent. Howevegrassion analysis,
the identity of variables, i.e., which is dependent anatkvbne is independent,

IS important.

7.4 REGRESSION ANALYSIS AND LINES OF REGRESSION

The word regression was first introduced by Sir Fra@aon in the study of
heredity in connection with the study of height of paremd their offsprings.
He found that the offspring of tall or short parentsitéo regress to the average
height. In other words though tall fathers do tend to hallesdas, yet the
average height of sons of a group of tall featherass than their father’s height
and the average height of short fathers is less thaaviage height of their
sons. Galton termed the line describing the average relaiobstween the two
variables as the line of regression. Thus, by regressiomean the average
relationship between two variables which can be used fonaig the value of
one variable from the given values of other variableweler, the dictionary
meaning of regression is “Stepping Back”, but nowadaigsstand for some sort
of functional relationship between two or more variabiésre the variable whose
value is to be predicted is called dependent or explaiagdble and the variable
used for prediction is called independent or explanatarnable.

Lines of Regression

If the variables in a bivariate frequency distributare correlated, we observe that
the points in a scatter diagram cluster around aaight
line, called the line of regression. In a bivaridtelg, we have two lines of regression,
namely, regression of Y on X and regression of X on Y.

The line of regression of Y on X is used to predict ¢oimege or forecast the value
of Y for the given value of the variable X. Thus, \tie dependent variable and
X is the independent variable. The regression line ohYX is of the form :

Y = atbX
wherea andb are unknown constants to be determined by observed ddteo

two variables X and Y.
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Similarly the regression line of X on Y is used to predme value of X for the
given value of the variable Y. Here X is dependent vaiabld Y is independent.
The regression line of X on Y is of the from :

X = atbY

wherea andb are unknown constants to be determined by observed datseo
two variables X and Y.

7.5 FITTING OF REGRESSION LINE OF Y ON X
Suppose the regression line of Y on X is
Y = at+bX ...(D)

wherea andb are unknown constants to be determined by observed datseo
two variables X and Y.

The regression line of Y on X, given by (1) can beditby the Method of Least
Squares. That is, we choose the consticemdb in the regression line Y atbX
in such a way that

A2
(Y- (2)
is @ minimum, where\ﬂ(i be the estimated value of Y for X = Ke. \?i =

a+bX.. Here the quantity given by (2) is called sum of squargbeofesiduals E

~

Ei = yi_Yi
For obtaininga and b, we minimize
A2
ZEiZ = Z(yl _YI)
= X(y, —a— bX; )2 ..... (3)

with respect ta andb. By using the Principle of Maxima and Minima, i.e.,
equating to zero the partial derivativesx?w.r.t. a andb, we get

Y, = natbxx. 4)

Xy, = asX+bzx? L (5)
Here these two equations i.e. (4) and (5) are calledal@quations. Solving these
equations simultaneously farandb, we obtain.
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exy.—xv
b=1

1
n

nX2-X?

_ IXY;—-nXY ©)
sk

and

a=y-bx (7)
The values ob anda given by (6) and (7) can also be expressed in terms of
correlation coefficient. As we know that

B Cov(X,Y)
T Gx Oy

Lexy.-xv
n

= T — e (8)
\/zxiz—iz\/zvi 2y 2
n n

Thus from (6) and 8, we have

_ Oy
b=r o e (9
and
o, —
a=y—+—>X (10)
GX

Hence, on putting the values lofanda from equations (9) and (10) in regression
line of Y on X given by equation (2), we obtain thedaling equation of regression
line of Y on X :
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or

= y—r:—i-yﬁ-c—i X
_ var Y (X-X
=y (X-X)
y_y :r&.(x_)_() ..... (11)
GX
Oy

The quantityr-— is called the regression coefficient of Y on X and, in
GX

general, is denoted by byx. Thus

(e}
b= r-—L.
GX

Remark

() We may ignore the lower suffixfrom X and Y in the formula ofa and

(i)

(ii)

b. Thus, we may write

_ IXY-nXY

- =~ and
¥ X%2-nX?

a=Y-bX
If X and Y are measured from their respective means
let x = X=X andy = Y=Y, thenb is given by

_ Dy

b =
X2

To find the ¥, X andb,, we can also use step deviation method, i.e., if

we assume that = X-A anddy = Y-B, where A and B are assumed mean
of X and Y respectively, then we have
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1
A+—Xdx
n

Xl
I

<l
I

B lzd
+_

n y
and

_ nZdxdy-( d¥( dy

Yx nZdx — (2 d>§2

(iv) The regression line of Y on X given by equation (1used to estimate
or predict the best value of Y for a given value od thariable X.

Example 1.Find the regression equation of Y on X from the followdada :
X 7 4 8 6 5
Y 6 5 9 8 2
Also estimate the value of Y when the value of X = 12.

Solution : Let the regression line of Y on X is

Y=atbx . (1)
X Y XY X2
7 6 42 49
4 5 20 16
9 8 72 64
6 8 48 36
5 2 10 25
30 30 192 190
X 30 _ 30
Here X :TZE =6,Y =€ = 6,

2XY =192, andX X? = 190, thus
113



—I XY -XY

b(=b,) =1

(=5 Llyx2_x2
n
QZ—GXG 24

=2 ==— =120
190 62 2 '
= (6)
and
a = Y-bxX = 6-1.20x6
=-1.20

Thus regression equation of Y on X becomes
Y =-1.20+1.20X
and the estimated value of Y for X = 12 is
Y =-1.20+1.20x12
= -1.20+14.40
=13.20
Example 2. Consider the following data on heights and weights of 10 adults
Height (cm) : 178 176 170 174 165 162 178 165 174 172
Weight (kg): 80 75 72 74 68 64 76 66 72 70
Predict the weight of an adult whose height is 185cm.
Solution : Let Y = Weight & X = Height. First we find the regressime of Y
on X

Sr. No. X Y |dx=X-174| dy=Y-70 dxdy d
1 178 80 4 10 40 16
2 176 75 2 5 10 4
3 170 72 -4 2 -8 16
4 174 74 0 4 0 0
5 165 68 -9 -2 18 81
6 162 64 -12 -6 72 144
7 178 76 4 6 24 16
8 165 66 -9 -4 36 81




9 174 72 0 2 0 0
10 172 70 -2 0 0 4
Total —-26 17 192 362
H X A Zdx 174 26 171.40
= A+—— = —_— = .
ere X o 10
Y A Zdy 70 17 71.70
= +_ = +_ = .
Y n 10

o nzdxdy- (= dy(= dy
7 nEd — (T dy’

10x 192 (- 26( 1}
10x 362- (- 26°

2362 _ ) 802
2044

Thus, regression line of Y on X is
Y=y = byx (X_X)
or Y-71.70 = 0.802 (X-171.40)
Y = 0.802X-137.463+71.70
Y = —66.06+0.802X
Hence the weight (Y) of an adult, whose height (X) is 185yigby
Y = —-66.06+0.802x185 = 82.31

Example 3.Fit the equation of regression line of Y on X for th#ofwing data :
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57 58 59 60 61 62 64
77 78 75 82 82 79 81
Solution :
Sr. No.| X Y |[x=X-X | y=Y=Y (X—)_()2 (X—)?) (Y-Y)
= x? = Xy
1 57 77 -4 -2 16 8
2 58 78 -3 1 9 -3
3 59 75 -2 -4 4 8
4 60 81 -1 2 -2
5 62 82 1 3 1
6 65 79 4 0 16
7 66 81 5 2 25 10
Total | 427 | 553 0 0 72 24
=X 427 Y 553
Herex =— =— =61,y =—"=— =179
7 7
Thus
b = &/ = % = 0.333
Tt 72

or

Hence, the regression line of Y on X is

Y=Y = bvx(x_x)

Y-79 = 0.333(X-61)
Y = 58.687+0.333X

7.6

FITTING OF REGRESSION LINE OF X ON Y
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As we have discussed in section 13.4 that the regrelasgoaf X on Y
is used to estimate or predict or forecaste the v@fiuéfor a given value of the
variable Y. In this case X is called dependent variableYargithe independent
variable. The standard form of regression line of X on Y is

X=atby . (1)
wherea andb are unknown constants which are determined from theggaet of
data on X and Y.

On using the procedure of least squares method similaratoothSection 14.6,
Lesson 14, we obtained the following two normal equations :

>X=na+bxy . (2)

DXY =ay+by (3)
Simplifying the equations (2) and (3) farandb, we obtain
IS xy-xv 2
hon _ 2 XY—nXY
EZYZ_VZ ZYz_nYz ....... (4)
n
and
a=X-by (5)

The value ob, given by (4), generally denoted hy,, is called regression coefficient
of X on Y. It can also be expressed in terms of catia coefficient(r) as

:ZXY—nYV_r&

bXY — . =5~
SY2onv® oy

Hence, the regression equation of X on Y becomes
X =(X =byY J+ by

or
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Remarks :

() Assuming that X and Y each are measured about theinsnélaen

D xy

bxy'z >, wherex=X-X and y=Y- Y.

(i) If X and Y are each measured about their assumed nteam,

_ Ny dxdy- (3] (2 df
Ny o (X dy’

wheredx= X-A, dy = Y-B, A and B are assumed means of X and Y.

7.7 SOME PROPERTIES OF REGRESSION COEFFICIENTS AND LINES

As we know that the regression line of Y on X and X onr& a
Y-Y= by (XX} and

X-X= by (Y-Y)

(2 O, . . .

where b, =r.—- andb,, =r —% are the regression coefficients of Y on X and
Ox Oy

X on Y respectively. Keeping in view these lines and regjo@ coefficients, we

now, present some following properties which are vengfkeih understanding the

regression lines more clearly and to obtain somer attgasures.
() The regression lines of Y on X and X on Y both pdssugh the point
(K\?). That is, they intersect each other at the p@ﬁxY).

This property help us in determining andY if regression lines are given.

(i) If correlation coefficienty, is zero then two regression lines areYy=and
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X=X

(ii)

(iv)

, l.e., the two regression lines are perpendicular th e#uwer.

If r==1, i.e., in case of perfect correlation, we have omlg regression line
which is

Ry

The sign of both the regression coefficients maestsame.

(v) If one regression coefficient is greater than ahen other must be less than

(Vi)

(vii)

(viil)

(ix)

)

one. That is, ibe>1, theanY<1 or if bXY>1, thenbe<1. However, both
may be less than one.

The geometric mean of the regression coefficiemntequal to correlation
coefficient(r). That is

r = /by By , but the sign of correlation coefficient is the saasehat of
two regression coefficients.

The arithmetic mean of the regression coefficeemust be greater than the
correlation coefficient.

Regression coefficients are not symmetrical fiows in X and Y as correlation
coefficient. That iso,, # b, asr,, =r1,,.

Regression lines are not mutually reversible. Tisatve cannot estimate
the value of Y from the regression line of X on Y andewersa.

Regression coefficients are independent of changerigin but not of

Y-B
and V=——, then

scale. Symbolically ifU= H ”

buv :bev and byy :%bvx :

If h=k thenb, =b_ andh,=b .

7.8

STANDARD ERROR OF ESTIMATE

As discussed, the regression lines define an avertagemship between two

(or more) variables which can be used for estimaimfiprecasting the value of the
dependent variable from the given values of independggiatble (s). The regression
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lines are fitted to observed data by using the methéehstf squares. Although these
lines are used for prediction, but it is not possibleawe a perfect prediction of the
values by using these lines. Thus, we need a quasgitatasure which may be used
to indicate how precise the prediction. The standaemr ®f estimate provide us a
measure of the scatter of the observations about aagavine. For two regression
lines, we have two the following two standard error oifreges.

() If the regression line of Y on X is given by Y= athbken the standard error

of estimate, denoted byy_XSis given by

S oY~

where Yy is the estimated value of Y.

S, can also be expressed as

Syx = Oy Vi-r?

(i) If the regression line of X on Y is X a+bY, then the standard error of

estimate, denoted by, S is given by
1 ~AN2

Sy :\/EZ(X_ X)

where )A( Is the estimated value of X.

The standard error of estimatg Smay also be expressed in the form
Sy =ox V1-r?

Example 4. The following table gives the respective weights of aparf 12
fathers and their sons :

Weight of Fathers (ks) : 65, 63, 67, 64, 68, 62, 70, 66, 68, 67, 69, 71

Weight of Sons (ks) : 68, 66, 68, 65, 69, 66, 68, 65, 71, 67, 68, 70

Obtain the two regression lines and the correspondingataerror. Also
find correlation coefficient.

Solution : Let X = Weight of Fathers

Y = Weight of Sons
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X Y d, = X-68 d,=Y-68 dx? dy? dxdy
65 68 -3 0 9 0 0
63 66 -5 -2 25 4 10
67 68 -1 0 1 0 0
64 65 -4 -3 16 9 12
68 69 0 1 0 1 0
62 66 -6 -2 36 4 12
70 68 2 0 4 0 0
66 65 -2 -3 4 9 6
68 71 0 3 0 9 0
67 67 -1 -1 1 1 1
69 68 1 0 1 0 0
71 70 3 9 4 6
Total -16 -5 106 41 47

- dx
Here X=A+ Z_: 68_1_6 =66.67
n 12

— d
Y=A+ L/: 68—3267.55
n 12

oy =\/%Zdy2 (%/T :1/%1_(—?32 =3.24

— /32431 1.8(
_ |1 Sdx)’ 106 (- 167 _
GX_\/ﬁZdXZ( n ] _\/12 _( 12] =15
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= 2.7386

b, ="y (3 (3, oY
ny o (3 oy

12x47-1(- §

~ 12x106-(- 1§°

—ﬂ = 0.4764
© 1016

and b, =" (2 A o
DIIY

_12x47-(-1§(- 3

12x41-(-§°

—4—84—10364
T 467

Thus, the regression line of Y on X %—Y =by, (X -X)

or  Y—67.58 = 0.4764 (X—66.67)

or Y =67.58-(0.4764) (66.67) + 0.4764X
or Y = 35.818+0.4764X
Regression line of X on Y is

X-X=by (YY)
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or X-66.67 = 1.0364 (Y—67.58)
or = —3.369+1.0364Y

The correlation coefficientr) between X and Y is

r=byy by =+/0.4764x1.036. = 0.7027

Hence the standard error of estimates are

S,y =oyN1-1? =1.8Q/ 1-( 0.702F =1.2!
and  Syy =oyV1-r? =2.738¢ 1( 0.7097 =1.9

Example 2. Regression lines of two variables X and Y are
4X-5Y+33 =0 Q)

20X-9Y-107 = 0 ()

and variance of X is 9.

Find (i) mean values of X and Y (ii) the regressioe lof Y on X and X
on Y (iii) the correlation coefficient between X a¥idiv) standard deviation
of Y (v) standard error of the estimate.

Solution :

Mean of X and Y : As we know tha()_(, \7) Is the intersecting point of the two
lines of regression, therefore it will satisfy the time$ and thus
4X-5Y=-233 3)

20X —9Y =107 (4)

Multiplying the equation (3) by 5 and then substractors feguation (4),
we get

20X — 9Y =107
20X-25Y = -165
-+ +
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16Y=272= Y="—"=17

Thus from (3)

4X =5Y -33=5x 17- 33 5

or X="2-13

4

Hence X =13,and Y= 11

i Regression lines Let the equations (1) be the regression line of YXamnd

Thus

(2) be the X on Y. Therefore
4X-5Y+33 = 0= 5Y = 33+4X

33 4 4
or Y=€+gx =65+—5X ..... (5)

and 20X-9Y-107 = 0= 20X = 107 + 9Y

9 107 9
X=—Y +—=535+—Y
or 20 20 0 e (6)

Here we observe that the valuebgfandb,  satisfy

the properties of regression coefficients explainedeati®n 15.4 of this
lesson. Thus equation (5) is the regression line of YXand (6) is the
regression line of X on Y.

Coefficient of correlation

9

4
r=+ =t ,|=—
Byx Bey 520
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=++/0.36 = £0.60 = 0.60
Positive sign retained as both the regression caeffi@re positive.
(V) As we know that

Oy .
Ox

4_6 O o A 310_

- 5 103 Y 6

(v) Standard Error of Estimates :

4

Standard error of estimate of Y :

Syx=6/ 1-r?
=4+/1- 0.36

= 4x0.80
=3.2
and, standard error of estimate of X :

Sx.y = 6X Vl_rz
= 3x0.80
= 2.40

7.9 SUMMARY
In this lesson we have discussed the regression liné oh Y, some
properties of regression coefficients and standard efrestimates. Some of the

important relations are :
() The regression line of X on Y is given by

X=X =by (Y-Y)
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where bxv =

_n
inz—Xz

(i) The regression on line of Y on X is given by
Y =Y =byy (X =X )

O
where by =r.—~
Ox

inv -XY

l iZYZ—\?Z

(i) The standard error of estimates.
If Y = a+bx is the line of Y on X.

Syx =0y V1-r?

and, if X = a+bY is the line of X on Y.

Sy =0x V 1-r?

(iv) Relation between correlation coefficient and regien coefficients

r=tbyy By
and w >r
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7.10 GLOSSARY

- Regression is one of the most popular technique in tgtatighich is used tp
predict the Value of one or more Variables if the Vatdeother one variable is
given.

- XonY: It means ‘X variable is dependent on ‘Y’ \&le
- Y on X: It means ‘Y’ variable is dependant on ‘X’ \abie

- Linear regresson is used to find the value of one depemdaiable from one
independent Variable

- Multiple regressio is used to predict the value of one i@ Variable from
many independant Variables.

- Regression Cofficient shows the predicting power of indéget Variables.

- Standard error of estimates denotes the amount wé vhat a regression model
fail to predict

7.11 ASSIGNMENTS

1. Explain the concept of regression and point out its itapoe in business
forecasting.

2. What do you mean by standard error of estimate? Asttiom its uses.

3. Explain the regression line of X on Y. Also descrtiseconstants and how
would you obtain these constants.

4. For 10 observations on price (X) and supply (Y), thevailg data is given
> X=130,>"Y=220)" X= 228

> Y?=5506andd XY= 346
Obtain the line of regression of Y on X and estimaee supply when the
price is 16 unit. Also find the correlation coefficient.

5. Explain the regression line of Y on X. Also descriisecbnstants and how
would you obtain these constants.

6. From the following data on yield and rainfall, estimtte yield when the
rainfall is 22cm.
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Yield Rainfall
Mean 508.40 26.70
S.D. 36.80 4.60
Coefficient of Correlation is 0.52
7. Giving the following data
X : 20, 24, 32, 38, 45, 48, 52
Y . 17, 21, 24, 25, 28, 30, 32
Find (i) two regression lines
(i) the correlation coefficient
(i) standard errors of the estimates.
8. From the following regression lines
4x-y—-35 = 0 and 8-4-135 = 0 obtain the following :
() Mean values of X and Y.
() Regression lines of Y on X and X on Y.
(i) Correlation coefficient between X and Y.
(iv) Standard error of estimates.
(v) Variance of X if S.D. (Y) = 3.
7.12 LESSON END EXERCISE
1. Standard error denotes

2. Dependent Variable is also called Predictor (Truksela

3. Independ Variable helps to predict the value of dependeiabié (True/ False)
4. In regression , there is always a cause and effiatioreship (True/False)

5. is the father of regression technique.

7.13 SUGGESTED READINGS

1. Shenoy, G.V,, Srivastava V.K., and Sharma, S.C. (18®%iness Statistics.
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2. Simpson, G, and Kafka, F. Basic Statistics. Oxford @&td Publishing;
New Delhi.

3. Gupta, S.P. (1998). Statistical Methods, Sultan Chand argj S8ew Delhi.
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8.1

INTRODUCTION

Literally, an attribute means a quality or charactierisThis lesson deals with

gualitative characteristics which are not amenablguantitative measurements and
hence need slightly different statistical treatnfemin that of the variables. Examples
of attributes are drinking, moking, blindness, healtmdsty, etc. An attribute may be
marked by its presence (possession) or absence @hBsg@s) in a member of given
population. That is, the qualitative characteristics sashDeafness, Blindness,
Employment, Beauty, Hair Colour, Sex etc., of anviddial of universe or population
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are termed as Attributes. The attributes are notraltieinto series from least to most
or vice-versa. If we observe any attribute in the pdjulahen the whole group is
divided into two complementary classes. One class conthésmembers who
possess the attribute and another class containsethbers who do not possess the
attributes. For example, according to the attribuBdintiness” the people of a
particular city may be classified into two classes :

() The class of Blind people.

(i)  The class of non-blind people.
The classification which divides a group into two classE®rding to one attribute
is called classification by Dichotomy or Simple Clasation. The classification
which divides a group into more than two classes accordingé attribute is called
manifold classification. For example, according to atteibute “Hair-Colour” the
population of a city may be divided into different follogiolasses :

() Fair-Haired People

() Red-Haired People

(i) Brown-Haired People

(iv) Black-Haired People
If several (more than two) attributes are noted, tleegss of classification may
however, be continued indefinitely. Such type classificatmay be called
classification as a series of dichotomies. For exaygansider the two attributes
namely “Blindness and Deafness”. The people of a paeiccity may be first
divided into two classes according to the attribute “@tiess” and then each of
these two classes may further be classified accorditigetattribute “Deafness”.
And therefore, ultimately we have following four classes

() The class of blind and deaf people.
()  The class of blind and non-deaf people.
(i) The class of non-blind and deaf people.
(iv) The class of non-blind and non-deaf people.
8.2 OBJECTIVES
On completion of this lesson, the students will be able

 to understand the concept of attributes,
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to familiar with the class frequency, ultimate clagxjfrency,

to develop relationship between class frequencies,

to understand the concept of consistency of data,

to learn about independence and association of attrjbarnes

to know about coefficient of association.
8.3 NOTATION AND TERMINOLOGY

For the sake of simplicity and convenience its is iapes to use certain symbols
to represent different classes and their frequencias.diistomary to use capital
letters A and B to represent the presence of théatits and the Greek letters) (
and @) to represent absence of the attributes. Thesnot A andp = not B. For
example, If A represents males, ther) (vould represent females. Similarly, if B
represents literates th@rwould denote illiterates. The combination of the défer
attributes is denoted by (AB), (4, (aB) and @f). Thus in this example, (AB)
would mean number of literate males angs)(iliterate females. The number of
observations in different classes is called, “cisguencies”. Thus if the number
of literate male is 50, the frequency of class (ABp@ Class frequencies are
denoted by enclosing class notation in brackets like),(A&p) etc. Thus (A)
denotes number of individuals possessing attribute A.

(AB) denotes the number of individuals possessing attsbusend B.
(ap) denotes number of individuals, possessing attributeohdp.

Any letter or combination of letters like A, ABf etc., by means of which we
specify the characters of the members of a clasg,bmdaermed as class symbol.

8.4 CLASS FREQUENCIES AND ULTIMATE CLASS FREQUENCIES

Class Frequencies The number of observations assigned to any class is
termed for the sake of brevity the frequency of thesctar the “class frequency’.
Class frequencies are denoted by enclosing the correggoanldiss symbols in
brackets. Thus (B) denotes the number of B’s i.e.,ctbjpossessing attribute B.
(AB) the number of A’s i.e., objects possessing attribute A but not B, andrs
for any number of attributes.

The order of a class depends upon the number of attributes specified. A
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class having one attribute is known as the class dirtt@rder, a class having two
attributes as class of the second order, and so ortofdlewumber of observations
denoted by the symbol N is called the frequency of #re Brder since no attributes
are specified. Thus we have

N . frequency of the zero order
(A) (B} . frequency of the first order
(o) B
(AB) (aB

frequency of the second order
(AB) (ap
In general, the following rules are used to determineckes frequencies:
1.  with n attributes there are in all positive classes.
2. withn attributes the number of classes"si2. for one attribute, the

frequencies are 3! = 3 and for two attributes, the total frequencies are
3? = 9. They are in the order 1+4+4 = 9.

Ultimate Class Frequencies

It is cleared from above that every class frequency caxpeessed in terms of
the frequencies of the highest order, i.e., of ordeAny frequency can be
analysed into highest frequencies and the process needrdyophen we have
reached the frequencies of the highest order. For examjile two attributes,

(A) = (AB) + (AB
() = (@B) + (aB
The classes specified byattributes, i.e., those of the highest order, amaddrthe

ultimate class frequencies. A given data can be complepscified if only the
ultimate class frequencies are given.

ultimate class frequnencies

The total number of classes of ultimate order isrdateed by the formulas"2vhen

n stands for the number of attributes studied. If twolatteis are studied then the
number of classes of ultimate order shall Be 2. In case three attributes are
studied then there would bé 2 8 classes of the ultimate order.

The frequencies of the positive, negative and ultimatesek can be known from
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the following table which is known as contingency table.
From this table certain relationships can be destribe

A o
B (AB) (aB) (B)
(AB) (af) (B)
(A) (o) N

(A) = (AB)+(AB)

(a) = (aB)+(ap)

(B) = (AB)+(a)

(B) = (AB)+(ap)

N = (A)+(a) or N = (B) + )
Or N = (AB)+(AB)+(aB)+(ap)

From these relationships if we know any of the ultinedss frequencies and any
other three values, we an find out the frequencies ofdimining classes.

8.5 CONTINGENCY TABLE

A table which represents the classification accordtipé distinct classes of
two characteristics A and B is called a two-way conticgeable.

Suppose the attribute A has m distinct classes denoted by,AA,,...... v A
and the attribute B has distinct classes denoted by,B,, ...... , B. Then

there are in allnxn distinct classes (called cells) in the contingenalyle.

In the contingency table, the totals of various rowsAj....... etc. and totals
of various columns B B........... etc., give the first order frequenciesla
cells have the frequencies of second order. Thadytatal of all frequencies
gives the total number of observations i.e. N. Thatmgency table can be

written as :
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Characteristic B

B, B, .o B B Total
A (AB) (AB) ...... (AB) ... (AB,) (A)
A, (AB) (AB) ... (AB) ... (AB,) (A)
. . . . .
g A (AB) (AB) ... (AB) ... AB ) (A)
S
A (AB) (AB) ... (AB) ... (AB) (A)
Total (B) B) e (B (B) N

The classification by dichotomies with two attribst& and B is generally
known as two by two contingency table. Such as wib help of 2x2
contingency table, we can find the ultimate classdssgpy from the positive
class frequencies with two attributes. For illusiva consider the following

examples :
Attribute B B Total
A (AB) (AB) (A)
o (aB) (ap) (o)
Total (B) ®B) N

Example 1. Given

N =300, (A) =100, (B) = 120, (AB) =40 find the ultimate sl&®quencies.

Solution :  Filling the given values in the table, the othersassumed by mere

addition or subtraction.
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A o
(AB) (aB) (B)
40 80 120
(AB) (ap) (B)
60 120 180
(A) (o) N
100 200 300

Example 2. From the following data find out the missing frequencies :
(AB) = 100, (A) = 300, (N) = 1,000, (B) = 600

Solution. Putting these values in the contingency table missing freges
are (A3)
A a
(AB) (aB) (B)
100 500 600
(AB) (ap) (B)
200 200 400
(A) (o) N
300 700 1,000

(aB), (@p), (o) and @) i.e.
(AB) = (A)-(AB) = 300-100 = 200

(aB) = (B)—(AB) = 600-100 = 500
(B) = N—(B) = 1000-600 = 400
(aB) = (B)-(AB) = 400-200 = 200
() = N—(A) = 1000-300 = 700

8.6 RELATION BETWEEN CLASS FREQUENCIES

If the population is classified into two classes A an@ccording to the
attribute A, the number of all the individuals must be etmahe number of As
plus number otx’s i.e.
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N = (A)+(a) or (@) = N—(A) or (A) = N—@)
Obviously, it is true for any attribute B, C etc. i.e.
N = (B)+(p)
=N (O£ (0) I

Similarly, the number of A's should equal to the numbieR®that are B plus the
number of As that are B i.e.,

(A) = (AB)+(Ap)
Similarly, we have
(@) = (aB)+(ap)
N = (AB)+(AB)+(aB)+(af)
In the same way, we have

(AB) = (ABC)+(ABY)

(BA) = (ABC)+(ABY)
(aB) = (aBC)+(@BY)

(ap) = (@BC)+(By)
Hence N=(ABC)+(ABy )+(ABC)+(ABY )+(aBC)+(@By )+(apC)+(ap )
Such relations exists for any order of class frequerane thus we conclude that
the class frequencies of order zero can be expresdedrs of class frequencies
of order one, of order one in terms of order two andrsanless ultimate classes
are used. It means that any class frequency can bessggrin terms of higher class

frequency or every possible class frequency can be egutexs the sum of the
ultimate class frequencies.

Example 3. Express non-positive class frequencies in terms of ip@sdlass
frequencies in case of two attributes.

Solution :  Writing
(A) = N.A and
() = a.N
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We have (A)+{) = AN+aN

or N = (A+o)N
or A+a =1 ora = 1-A
or A= 1ua

Obviously, it is also true for any other attribute.
(hNow let us consider two attributes A and B, then we have
(AB) = ABN = A(1-B)N = AN-ABN

= (A)—(AB)
(aB) = aNB

= (1-A)BN = NB-ABN = (B)—(AB)
(ap) = apN

= (1-A)(1-B)N

(1-A—B+AB)N = 1-N-A-N-B-N+AB-N

N—-(A)—(B)+(AB)

Example 4. From the following data find out missing frequencies :
N=1500, (A)=383, [)=1140 and ¢p)=792

Solution. Putting these values in the following contingency tathie;

Others are :

(B) = N—(3)=1500-1140=360

A o Total
B | (AB)= (Ba)= (B)=
35 325 360
B | (AB)= (aB)= (B)=
348 792 1140
Total (A)= ()= N=
383 1117 1500
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(o) = N—(A)=1500-383=1117
(AB) = (B)—(a) = 1140-792=348
(AB) = (A)-(AB)=383-348=35
(aB) = ()—~(ap)=1117-792=325
8.7 CONSISTENCY OF DATA

In order to find out whether the given data are cb@st or not we have to apply
a very simple test. The test is to find out whethgr @me

or more of the ultimate class frequencies is negativeot. If none of the class-

frequencies is negative we can safely calculate ligagjiven data are consistent (i.e.,
the frequencies do not conflict in any way with eacteQthOn the other hand, if

any of the ultimate class frequencies comes out to beivieghe given data are

inconsistent. Thus the necessary and sufficient eonddr the consistency of a set
of independent class frequencies is that no ultimais drequency is negative.

Example 6. From the following two cases find out whether the de¢acansistent
or not

Case-l :(A) = 100, (B) = 150, (AB) = 60, N = 500
Case-ll : (A) = 100, (B) = 150 (AB) = 140, N = 500

Solution : Case — | A 03
(AB) (aB) B)
60 150
(AB) (aB) (B)
(A (o) N
100 500

We are given

(A) =100, (B) = 150, (AB) = 60, N = 500
Substitute all these values in the table, then fizantable

(AB) = (A)—(AB) = 100-60 = 40

(aB) = (B)—(AB) = 150-60 = 90

(ap) = (a)—(aB) = 400-90 = 310
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Since all the ultimate class frequencies are positivecavelude that the
given data are consistent.

Case-ll :
Given values are
(A) = 100, (B) = 150, (AB) = 140, (N) = 500

By putting these values in the nine-square table welesrmine the missing
value :

A o
B (AB) (aB) (B)
140 10 150
B (AB) (ap) B)
-40 390 350
(A) (o) N
100 400 500
From the table
(AB) = (A)-(AB)
= 100-140 = -40
(aB) = (B)-(AB)
= 150-140 = 10
(aB) = (a)—(aB)
= 400-10 = 390

Thus one of the ultimate class frequencies i.ef3) (8 negative and hence
the given data are inconsistent.

8.8 INDEPENDENCE OF ATTRIBUTES

Two attributes A and B are said to be Independent if tegists no relationship
of any kind between them and we may except to find the saoportion of As
among B’s as amongé$!s i.e.,
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(AB) _ (AP)
® G
For example
() If A denotes “proficiency in Statistics” an@ denotes “proficiency in

cooking” then we naturally expect that proportion of &4 among A and
o should be equal i.e.,

(AB) _ (aP)
A ()

(i) If we consider that there is no relationship betwesex of the newly
born child and the waxing of the moon, we may anticipaté¢ tha
proportion of male births (A) amongst the total births whiee moon
is waxing (B) should be equal to the proportion of ratehs amongst
the total births when the moon is not waxirfd).(

(i) Suppose N = 100, (A) = 60, (B) = 40 and (AB) = 24 where Aotles
‘intelligence’ and B denotes ‘richness’ then proportidrntelligent people
amongst the rich is equal to

AB _24_3
B 40 5
and proportion of intelligent people amongst the non4sch
AB  (A)- AB 60-24 _36_3
B N- B 100-40 60 5

Hence we note that the two proportions are equal whichairegicthat
intelligence does not have any relation with richreess the two qualities
are independent.

(iv) Similarly if blindness and deafness has nothingldowith one another, the
proportion of blind people amongst the deafs and amongstah-deafs
must be equal.
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8.9 ASSOCIATION OF ATTRIBUTES

AB AB
If the criterion of IndependenceB— = T holds true then the following criterion

() The proportion ofa’s is the same in B’s as i,

aB of
ie. T = T ..... )
(The proportion of B's is the same in As asdrs
_ AB oB
ie. e e (2)
(i) The proportion off’s is the same in As as ia’s
. AB _ op
l.e. T = T ..... (3)
(iv)The proportion of As is the same in B's as in N
_ AB A
le. T = W ..... (4)
This relation may also be expressed in any of tHeviolg forms :
AB B
~ N e (5)
or AB)y= L (6)
or (AB): @ X ®@ (7
N N N
(V)The proportion of As is the same fi's as in the population at large
. GG
ie. T -~ e (8)

(vi)The proportion ofo’s is the same ifi’s as in N
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@B) @

ie. ®) N e (9)
(vii)The proportion ofa’s is the same in B’s as in N
@B @) 0
® N (20)
(vii) (AB)(apB) = (@B)(A) L (12)
(AB)  (AB)
@B ©@p

which means, in words, the ratio of As ¢¢s amongst B’s is equal
to the ratio of As toa's amongst theés’s

Similarl LAB_ 7(()(3 the ratio of B’s ' t As is equal
imilar = means the ratio of B's f§'s amongst As is equ

Y (AB) (@) ) |
to the ratio of B's to’s amongst thex’s.

These relations may be understood easily with the Hehedollowing 2x2
contingency table.

Attribute A o Total
B (AB) (aB) (B)
B (AB) (ap) B)

Total (A) (o) N

When comparison of observed and expected frequencies nietpmalied, the actual

observation is compared with the expectation. I&itteal observation is equal to the
expectation the attributes are said to be independetite lactual observation is

more than the expectation, the attributes are saie foositively associated and if
the actual observation is less than the expectatiwnattributes are said to be
negatively associated.
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Symbolically, Attributes A and B are :

(i)Independent if E(AB) :(AD—IiI(B)
(ijPositively associated if E(AB) >(th(|3)
A x B

(iNegatively associated if E(AB) <T
The same is true for attributes and B; o and 3 and A andf. Thus,

attributesa. and 3 shall be called

()Independent, if ¢B) = (@) >I<\I(B)
(iPositively associated, if0(3)>((a) IiI(B))
@) >x @)

and (i) Negatively associated, itff)< N
Example 7.As from the following data find out whether attributes(@B), (ii)

(AB), (i) (aB) and (iv) @p) are independent, associated or disassociated
N = 100, (A) = 40, (B) = 80 and (AB) = 30

Solution : (i) Apply the criterion of Independence, i.e. attribufB) shall be

called independent if

A x B
N

x (B
Positively associated if (AB)%()
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. e AX(B)
and Negatively associated if (AB)<N—

Expectation of (AB) :(ADXN(B)

Here (A) = 40’ (B) — 80’ N _ 100

E tati f (AB _40x 80 _

xpectation of (AB) = -
A o
30 50 80
N R )

10 10 20

40 60 100

The actual observations [i.e., the given value of (AR). 30] is less than the
expectation and hence the attributes are disassociafgdgatively associated.

(ihFrom the above table
(AB) = 10, @B) = 50, @B) = 10, @) = 60, @) = 20
Attributes A andp shall be independent if

A x ()

AB) =

40x 20 _ g
10C

Expectation of (8) =

Thus the actual observation [i.e.,f)A= 10] is more than expectation and hence
the attributes A an@ are positively associated.
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(i) Attributes oo and B shall be called independent if

(aB) = N
B
Expectation of ¢B) = (0‘)><N()
where () = 60, (B) = 80 and N = 100
_ 60x 80
T o100

Thus actual observationoB) = 50] is more than the expectation and hence the
attributes are positively associated.
(iv) Attributes oo and § shall be called independent if

) - (a);l@)
_ _ (@) x@) _ _ _
Expectation of ¢p) = N where {) = 60, ) = 20, N = 100
_ 60x20
- 10

Thus actual observationdf) = 10] is less then the expectation. Hence the atéib
are disassociated.

8.10 COEFFICIENT OF ASSOCIATION

The most popular method of studying association is thesYGleefficient because
here not only we can determine the nature of assmciaé., whether the attributes
are positively associated, negatively associated opérmtent, but also the degree
or extent to which the two attributes are associdtkd.Yule's coefficient is denoted
by the symbol Q and is obtained by applying the followingmulae :

 (ABB) (AB)EB
Q=B (AP)(B)

The value of this coefficient lies betweerl. when the value of Q=+1 there is
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perfect positive association between the attributesnvPre—1 there is perfect
negative association (or perfect disassociation) betweeattributes and when the
value of Q is zero then the two attributes are indepénden

The coefficients of association can be used to conmparetensity of association
between two attributes with the intensity of assamebetween two other attributes.

Example 8. Investigate the association between eye colour of hdsband eye
colour of wives from the data given below :

Husbands with light eyes and wives with light eyes = 309

Husbands with light eyes and wives with not light eyes = 214
Husbands with not light eyes and wives with light eyes = 132
Husbands with not light eyes and wives with not light eyelsl&

Solution. Since we have to find out the association between eymiicol
of husband and that of wife, one attribute we would take asdAosher as B,

Let A denote husbands with light eyes
o would denote husbands with not light eyes.
Let B denote wives with light eyes.
B denote wives with not light eyes.
the given data in terms of these symbols are :
(AB) = 309, (A3) = 214, @B) = 132 and ¢p) = 119
Applying the Yule’'s method :
_ (AB@p)- (AR)B
O (PB)up) (AR EB)

Substituting the above values in the formula we have

(309(119 - (214(132
Q= (@0ox119y 2140132

Thus, there is a very little association betweeregfgecolour of husband and wife.

= 0.131
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Example 9. Eighty-Eight residents of an Indian City, who were intenwed
during a sample survey, are classified below accordirgediv smoking and tea
drinking habits. Calculate the Yule's Coefficient of asation and comment on
its value.

Smokers Non-Smokers
Tea drinkers 40 33
Non-tea drinkers 3 12

Solution : Let A denote smokers
o would denote non-smokers
Let B denote tea-drinkers
B would denote non-tea drinkers.
The given data in terms of these symbols are
(AB) i.e. Number of Smokers and tea drinkers = 40
(AB) i.e. Number of smokers and non-tea drinkers = 3
(aB) i.e. Number of non-smokers and tea drinkers = 33
(ap) i.e. Number of non-smokers and non tea drinkers = 12
Applying Yule’s method :
ABEB)- (AB)EB
°T PBEp)Y AB)6B)
Substituting the values of (AB), (3, (aB) and @f3) in the formula
(4ACx12- (3x33
°7 @12y 333
This shows that the attributes tea drinking and smokingaséively associated.

Example 10.Prepare a 2x2 table from the following information, chlte
Yule’s Coefficient of Association and interpret theule

= 0.658
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N = 1500, &) = 1117, (B) = 360 (AB) = 35

Solution : A o
B (AB) (aB) (B)
35 325 360
B (AB) (ap) B)
348 792 1140
(A) (o) N
383 1117 1500

By putting the known values in the contingency table, wefiod out the unknown
values.

Thus (A) = N—-{) = 1500-1117 = 383
(AB)= (A)—-(AB) = 383-35 = 348
Yule’s coefficient of Association

_(ABp) ABEB  (BEx792)- (348 325,
- (ABpr AP EB) (3 792y (348 325,

= = -0.606

Example 11.Find the association between literacy and unemploynmment the
following figures :

Total adults ; 10,000
Literates : 1,290
Unemployed : 1,390
Literate Unemployed : 820
Comment on the results.
Solution :
A [ o
B (AB) ‘ (aB) ‘ (B)
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820 570 1390

p (AB) (aB) (B)
470 8140 8610
(A) (o) N
1290 8710 | 10,000

Let A denotes literates
a denotes illiterates

Let B denotes Unemployed

B will denote employed

We are given

(A) = 1290, (B) = 1390
(AB) = 820, N = 10,000

Putting these value in the 2x2 contingency table addilssing frequencies.

(AB)@B)- (AB)(@B

Q = AB)p)y (AP (B

(820« 8140 (47Cx 570)

~ (820« 8140) (470« 570

= 0.923

There is a high degree of positive association betwisgady and unemployment.

8.11 SUMMARY

In this lesson we have discussed :

Attributes

Positive Attributes

Negative Attributes

Qualitative characteristic are termed
as attributes.

: The presence of attributes is called

positive attributes. Positive attributes
are denoted by the capital letters.
Such as A, B, C etc.

. The absence of a particular attribute
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Class Frequency

Frequency of rth order

Ultimate Class Frequency

Consistency

Inconsistency

Independence of Attributes :

is called negative attribute. These
attributes are denoted hy, B, vy

etc.

: The number of observations assigned

to any class is called class frequency.
Written by enclosing the class-symbols
in brackets. Such as (A), (AB) etc.

. A class specified by attributes is

called the class of rth order and its
frequency is called rth order frequency.

: The class specified by attributes

i.e. those of the highest order, are
ultimate class frequency.

. A set of class frequencies is said to

be consistent if all its class frequencies
confirm with one another and do not
have any mutual contradiction.

. A set of class frequencies in which

the given class frequencies do not
confirm with another but provide

contradictory statement of any form
is called inconsistent.

() Independent if (AB) :(ADIX\I(B)
B
(i) Positively associated if (AB)gADIili()

Ax B

(i) Negatively associated if (AB)<T
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(iv) Yules Coefficient of association is

 (ABEp)- (AH)EB
C PBEB) (AP (B)
8.12 GLOSSARY

- Attribute is a term used to indicate those itemefasion/data/ which is not quantified
but qualitive in nature.

- There are many features of population that nasdgthnique rather than correlation
or regression analysis.

-Attributes usually measured as ‘present’ or ‘absenthftioe population.

- In case of attributes all capital letters of engdish used as presence of attributes
where as greek letters denote the absence of an ateilgutA for blinc. for
not blind B for female anfl for non-female etc.

8.13 ASSIGNMENTS

1. Given the following ultimate class frequencies, findftequencies of the +ve
and —ve classes and total number of observations.
(AB) = 250, (A3) = 120, @B) = 200, @B) = 70
2. Is there any inconsistency in the data given below :
(@ N = 1000, (A) = 150, (B) = 300, (AB) = 200
(b) N =100, (A) =50, (B) = 60, (AB) = 20
3. Find if Aand B are independent, positively associatategatively associated
from the data given below :
(A) = 470, (B) = 620, (AB) = 320, N = 1000
4. Ateacher examined 280 students in Economics and Auditchdpand that

160 failed in Economics, 140 failed in Auditing and 80 failed athbthe
subjects. Is there any association between failuEednomics and Auditing?

5. Show by Short cut method whether there is disassatiatigoositive or
negative association in the following attributes A and B

() (A) =470, (B) = 620, (AB) = 320

151



(i) (AB) = 294, (o) = 570, @p) = 380
(i) (aB) = 768, (A3) = 480, @B) = 145
6. In a group of 800 students, the number of married is 320. BMtGo$tudents

who failed, 96 belonged to the married group. Find out whelieeattributes
marriage and failure are independent.

7. The male population of U.P is 250 lakhs. The number o&igemales is 20
lakhs and the total number of criminals is 26 thads@he number of literate
male criminals is 2 thousand. Do you find any associdtgtween literacy
and criminality.

8.14 LESSON END EXERCISE

1. if A denotes blind then denotes

2. Association Attributes is qualitative technique twlfthe presence or absence
of qualities in data (True/ Falsa)

3. Ultimate class frequencies are:-
a) Highest order class frequencies.
b) Maximum number of frequencies
¢) Minimum nuber of class frequencies
d) None of the these

4. The table that shows various possible combinatibmaa® attributes is known
as table.

5. A=
a) (AB)+(AB) b) (@B ) +(AB)
c) (A+B) d) (AB) (AB)

8.15 SUGGESTED READING
1. S.P. Gupta :Statistical Methods

2. S.C. Gupta : Fundamental of statistics
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9.1 INTRODUCTION

In the last few chapters various quantitative and quataéichniques of statistics
has been discussed. In this chapter we will discuss theegbof sampling and
various techniques of sampling. Sampling is backbone oftatistical research
study. Because the quality of information in handle pudsEpends upon the
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appropriate sampling tevhnique. Besides sampling , censige ia data collection
technique but this technique looks little impossible toyapphll kind of reaearch
works due to various constraints.

9.2 OBJECTIVES

After going throughly this chapter . you should to able to:

- Understand the meaning of Sampling

Need of Sampling

Principles of sampling

Methods of sampling

Limitation of Non probability Sampling

Understand Sample size.

9.1 MEANING OF SAMPLING

While conducting a survey, a question is usually asked :uiShall people
be studied or only a limited number of persons drawn fiwrtatal population be
studied and then extend our findings about the sample tentire population?
‘Population’ refers to, all those people with the cherastics which the researcher
wants to study within the context of a particular rede@mblem.” A population
could be all students in the college, all patients inhibgpital, all prisoners in the
prison, all customers in a big departmental store, allsusf a particular model of
car, all households in the village, all workers in thetdry, all cultivators using the
water of a particular canal in the settlement arearigational purposes, all victims
of a natural disaster in a particular area and so onn\Wigepopulation is relatively
large and is physically not accessible, researchevgyumly a sample

A sample is a portion of people drawn from a larger population. It will be
representative of the population only if it has same basic characteristics of the
population from which it is drawn. Thus our concern in sampling is not about what
types of units (persons) will be interviewed/observed but with how many units of
what particular description and by what method should be chosen. Suppose a large
number of thefts are reported in one week in one area three kilometers long in a
city. The area consists of seven sectors, each sector consisting seven lanes,” each
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lane having 15 houses on the front side and 15 on thesm#ekThus, the city
will have 1500 households. It is planned to find out if aligeholds in this area
will support a community watch programme in which each haldelould take
the responsibility for deputing one male member for perftg the night-watch
duty. Have all 1500 households to be included in finding out wheileescheme
will be acceptable to the people, or only a sample opledoom each of the seven
sectors will be enough to get the idea? The answer $ogthastion, whether all
people or just a sample need to be studied in a survey deperiye factors :-

1. How quickly are data needed?

2. What type of survey is planned? Will it be a telephsmerey, or a self-
administered questionnaire sent by post or through astigaéor or will it
be a schedule in which answers to questions one tolée ifl by the
investigator himself?

3. What one the available resources? Is there mongypoint an investigator
and to get the questionnaire printed/cyclostyted? Dmealble have telephone?

4. How credible will the findings be? In the above exanmplen if 70 to 80%
households agreed to participate in the sentative afglghbourhood. If
only 30 to 40% wanted to participate, it would be preferabkctap such
survey.

5. How familiar is the researcher with sampling methods?

According to Manheim, “a sample is a part of the poputatitich is studied in
order to make inferences about the whole population.” fining population, from
which the sample is taken, it is necessary to ifyetdarget population’ and ‘Sampling
frame’. The target population is one which includes al timits for which the
information is required e.g. drug abuser students in onersityer voters in one
village/constituency and so on. In defining the populatibe, criteria need to be
specified for explaining cases which are included or excluBed.example, for
studying the level of awareness of rights among womemnenvdlage community,
the target population is defined as all women—married ancdwuied—in the age
group of 18-50 yrs. If the unit is an institution (say a ersity) than the type of
its structure size as measured by the number of stugestdiool section, college
section and in professional courses, the number ohées@nd employees needs
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to be specified.

For making the target population operational, the samptiagne needs to be
constructed. This denotes the set of all cases fromhwthie sample is actually
selected. It should be noted that sampling frame is rgzngple; rather it is the
operational definition of the population that provides basis for sampling. For
example in the above example of university, if studstudying in school upto 12th
and in college upto M.A./MSc. are excluded only studentzrafiessional courses
are left out from which the sample is to be drawn. Tthessample frame reduces
the number of total population and gives us the target pagulat

Bailey has said that the experienced researcher’s silstayt from the top
(population and work down to bottom (sample) i.e., they gid¢ar picture of the
population before selecting the sample. The novice re&ses, on the other hand,
often work from the bottom up. Instead of making the pomnatihey wish to
study explicit, they select a predetermined number of @uantly available cases
and assume that the sample corresponds to the populatienstudy. For example,
in exit polls, seeking randomly the opinion of the vetas to whom they voted,
soon after their casting the votes in a few selecbedtituencies in selected cities
and villages cannot be representatives of all votéoswonder, the predictions of
such exit polls do not come true.

9.4 PURPOSES OF SAMPLING

A large population cannot be studied in its entirety éaspns of size, time,
cost or inaccessibility. Limited time, lack of large@unt of funds and population
scattered in a very wide geographical area often makglisgmecessary. Sarantakos
has pointed out the following purposes of sampling :-

1. Population in many cases may be so large and scattexed complete
coverage may not be possible. Suppose, the Maruti Udyogvi€loed to find
out the reactions of purchasers of five-seater and-segdter Maruti vans.

For this thousands of van purchasers would have to bectedta different
cities. Some of these would even be inaccessible amdutd be impossible to
contact all the van purchasers within a short time.

2. It offers a high degree of accuracy because it dealsavwsthall number of
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persons. Most of us have had blood samples taken, sasefliom the
fingers and sometimes from the arm or another parthefbody. The
assumption is that the blood is sufficiently similarotighout the body and
the characteristics of the blood are determined onbdss of sample.
Singleton and Straits have also said that studying a#scavill describe
population less accurately than a small sample.

3. In a short period of time valid and comparable resaltsle obtained. A
lengthy period of data collection generally renders sdata obsolete by
the time the information is completely in hands.

For example, collecting information on the attitudethe military personnels
about non-availability of vehicles to be used in ay\&rd areas during the
Kargil War, or Voter’s performances during election perior demanding

action against police persons in a lockup blind. Besida@sjoms expressed
at the time of incidence and those expressed aftex anfenths are bound
to be different. The findings are thus bound to be inflednf long period

is involved in data collection i.e., not taking a srealinple but studying the
entire population.

4. Sampling is less demanding in terms of requirementsvestigators since
it requires a small portion of the target population.

5. It is economical since it contains fewer people. Lgvgpulation would
involve employing a large number of interviewers whicH intrease the
total cost of the survey.

6. Many research projects, particularly those is quatitytrol testing require
the destruction of the items being tested. If theufaurer of electric bulbs
wishes to find out whether each bulb met a specific stdndaere would
be no product left after the testing.

One important objective of sampling is to draw inferegioeut the universe
which is unknown from the unit which is observed or measugaich inferring
generalisation made in Sociology is called ‘Sociologitfgrence’ while one made
in Statistics is called ‘statistical inference’.r@ealisations based on statistical inference
always are probability statements and are never statenof absolute certainty.
Sociological inference may be either valid or invdlidnay involve either deduction
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or induction. Induction is generalisation from individual specific instance to
general principle. Deduction is generalisation from gergiatiples to specific or
particular instances. In this process, the generalisaifrom sample to universe.

Two other purposes of sampling may also be specified here

(a)seeking representativeness and thereby studying a sopallation instead of
very large population.

(b)analysing data where (i) cross-tabulation is requiedgrtain variables are to
be controlled and (iii) phenomenon is to be observe@mcertain specific conditions.

9.5 PRINCIPLES OF SAMPLING

The main principle behind sampling is that we seek knowletgetahe
total units (population) by observing a few units (samaie) extend our inferrence
about the sample to the entire population. For purchasiag aftwheat, if we take
out a small sample from the middle of the bag with a guittevill give us the
inferrence whether the wheat in the bag is good orButit is not necessary that
study of sample will always give us the correct pictureheftbtal population. If
in a class of 100 students we take out any five studengsmdbm and per chance
find that all the 5 students are third divisioners, it Wiaudt mean that all remaining
students in the class will be third divisioners. If fevojple in a village are found
in favour of family planning, it would not mean that adlople in the village will
necessarily have the same opinion. The opinion may waterms of religion,
educational level, age, economic status and such otlterdaThe wrong inferrence
is drawn or generalisation is made from the study of ferggms because they
constitute inadequate sample of the total population.

The study of sample becomes necessary because studgenf large population
would require a long period of time, a large number of ireamrs, a large amount
of money, and doubtful accuracy of data collected by numserovestigators. The
planning of observation/study with a sample is more maidge

The important principles of sampling are :-

1.Sample units must be chosen in a systematic and igbjecanner.
2.Sample units must be independent of each other.

3.Sample units must be clearly defined and easily iddiéfia
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4.
5.

Same units of sample should be used throughout the study.
The selection process should be based on sound catetighould avoid

errors, bias and distortions.

Advantages of Sampling.The advantages of sampling are :-

1.

N o o b~ DN

It is not possible to study large number of peo@étaed in wide geographical
area. Sampling will reduce their number.

It saves time and money.

If saves destruction of units.

It increases accuracy of data (having control orsitiedl number of subjects).
It achieves greater response rate.

It achieves greater cooperation from respondents.

It is easy to supervise few interviewers in the salmialifficult to supervise
a very large number of interviewers in the study ofltptgulation.

The researcher can keep a low profile.

METHOD OF SAMPLING

There are basically two types of sampling.

Probability sampling and Non-probability sampling. Probability sampling
is one in which every unit of the population has an equabability of
being selected for the sample. It offers a high degreeprésentativeness.
However, this method is expensive, time consuming dativedy complicated
since it requires a large sample size and the unitdselace usually widely
scattered. Non-probability sampling makes no claim fpregentativeness,
as every unit does not get the chance of being seldttedhe researcher
who decides which sample units should be chosen.

9.6.1 Probability Sampling

Probability sampling today remains the primary method delecting large,
representative samples for social science and busiessarches. According to
Black and Champion, the probability sampling requires violig conditions to be
satisfied :
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Complete list of subjects to be studied is available;
Size of the universe must be known;

Desired sample size must be specified, and

p wDn PR

Each element must have an equal chance of beingesklect
The six forms of probability sampling are :

Simple random, Stratified random, Systematic (or ist@nCluster, Multi-
Stage and Multi-phase.

9.4.2 Non-Probability Sampling :

In many research situations, partunlarly those where tb@o list of persons
to be studied (e.g., wife battering, widows, Maruti car ownessisumers of a
particular type of detergent powder, alcoholics, stigdantl teachers who cut classes
frequently, migrant workers and so on), probability samgpis difficult and
inappropriate to use. In such researches, non-probasditypling is the most
appropriate one.

Non-probability sampling procedures do not employ the rulesabability
theory, do not claim representativeness and are usaekyalitative exploratory
analysis. The five types of non-probability sampling aconvenience, purposive,
guota, snowball and volunteer.

Sanpling
I
| y
Probability Non-Probability
—> Simple random —>  Corvenience
— Stratified random —  Purposive
— Systermatic (Interval) —  Quota
— Cluster —  Snowall
—> MUltistage —  \Olunteer
— Multiphase
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9.4.3 Different types of Probability Sampling

l. Simple Random Sampling :

In this sampling, the sample units are selected by mafamsumber
of methods like lottery method, pricking blind foldedly, Taypéables, computer,
personal identification (PIN) or by first letter.

@ Lottery Method :

This method involves three steps. First step is coastg the sampling
frame, i.e. a list of the units of the target populat®g. students’ list, the electoral
role in alphabetical order and numbered accordingly sest@pdis writing numbers
listed in the sampling frame on small pieces of paperpdaming these papers in
some vessel/jar etc. Third step is mixing all papers arel taking out one piece
of paper from the jar. This process is continued ungél tbquired number of
respondents is reached. For example, 100 houses araltottezl to applicants out
of 2,500 houses constructed. Here 2,500 pieces of papers numlmrmed to
2,500 are put in a drum and mixed and some eminent persommer old is
invited to take out 100 slips from the drum. If the numbethenpiece of paper is
535, the name on the list that corresponds to that numidenisfied and recorded.
Thus, 100 numbers selected will be allottees of houses.

(b)Tippet's table or random numbers method :

Tippet has prepared a table of random numbers (of omeetdifits each).
These numbers are available in various forms, simdsnamber combinations in
the appendix of the texts on statistics. To understandéts take an example—
Two hundred teachers employed by seven English medium prarprachools in
the city apply for attending a two day seminar. The spsnsmwever, only had
money to pay for 30 participants. The seminar directenefore, assigned each
applicant a number from 001 to 200,
using a table of random number that he found in testita text-book. He selected
30 names by moving down columns of 3 digit random numbersa&ndytthe first
30 numbers within the range of 001 to 200. The director decide¢dHis method
was easier than picking up number from the urn.

The advantages of Simple Random Sampling are :-
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1. All elements have equal chance of being included.

It is the simptest of all sampling methods and easkesbnduct.

3. This method can be used in conjunction with other naistio probability
sampling.
4. Researcher does not need to know the composition of plidagion before

handi.e. he requires minimum knowledge of population in advance.
5. Degree of sampling error is low.

Most statistical text books have easy to use tdbledrawing a random
sample.

The disadvantages of Simple Random Sampling are :-
1.1t does not make use of knowledge of population which relsgamay have.
2.1t produces greater errors in the results than do strapling methods.

3.It cannot be used if the researcher wants to breaknéspts into sub-groups or
strata for comparison purpose.

(b)Stratified Random Sampling :

This is the form of sampling in which the population igid#d into a number of
strata or sub-groups and a sample is drawn from each strah@se sub-samples
make up the final sample of the study. It is defined as ftiethod involving
dividing the population in homogeneous strata and thentisglesimple random
samples from each of the stratum.” The division of plgulation into homo-
geneous strata is based on one or more criteria, eéxgage, class, educational
level, residential background, family type, religiongcopation and so on. Stratification
does not involve ranking.

There are two types of stratified sampling (i) proportioaaie (i) dispropostionate.
The former is one in which the sample unit is propodiento the size of the
sampling unit, while the latter is one in which the sampiit is not related to the
units of the target population. Here is an example : Suppogelation of 1,000
persons is stratified in five groups on the basis aiogl and each group consists
of the following number of persons : Hindu— 500, Jain-200, Sikh—1%Gifat-
100 and others—50.
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Proportionate sample would be :

5 -4 -3 2 - 1

l l l l l

1 2 3 4 10 = 20
Disproportionate sample would be :

5 - 4 — 3 — 2 — 1

l l l l l

4 4 4 4 4 = 20

As a general rule, it is wise to use proportionate gadtsample.
The advantages of stratified random sampling are :

» Sample chosen can represent various groups and pattermara€teristics
in the desired proportions.

* It can be used for comparing sub-categories.

* It can be more precise than simple random sampling.
The disadvantages of stratified random sampling are :-

* It requires more efforts than simple random sampling.

* It needs a larger sample size than simple randowplsdo produce statistically
meaningful results because each strata must have aR@®agrsons
to make statistical comparisons meaningful.

(c)Systematic (or Interval) Sampling :

This sampling is obtaining a collection of elementsdbgwing every H
person from a pre-determined list of persons. In simpledsyoit is randomly
selecting the first respondent and then evérpearson after that, ‘n’ is a number
termed as sampling interval.

When the sampling fraction method is employed, sangplesirawn from a sampling
frame on the basis of the sampling fraction thatqisadeto% , Where N is the

member of units in the target population and ‘n’ the nurlbenits of the sample.
Systematic sampling differs from simple random samplinghat in the
latter, the selections are independent of each oithéing former the selection of
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sample units in dependent on the selection of a previoes o
The advantages of systematic sampling are :-

* |t is easy and simple to use

* It is rapid method and eliminates several stepsratbe taken in probability
sampling, and

* Mistakes in drawing elements are relatively unimportant.

The disadvantages of this sampling are :-

It ignores all persons between two n number with the result that the
possibility of over representation and under representaf several groups
iS greater.

* Since each element has no chance of being selecisdiot probability
random sampling as has been pointed out by Black and Champio

(d) Cluster Sampling :

This sampling implies dividing population into clusters dralving random
sample either from all clusters or selected clustengs method is used when
(@ cluster criteria are significant for the study, and
(b) economic considerations are significant. Initialtdts are called primary
sampling units; dusters within the primary clusters arlec¢caecondary sampling
units; and clusters with in the secondary clusters dkedcanulti-stage clusters.
When clusters are geographic units, it is called ansplgey. For example, dividing
one city into various wards, each ward into areas, @a&ehinto each neighbourhoods
and each neighbourhood into lanes.
We can take an example of a hospital. The issue isaertain the problems faced
by doctors, patients and visitors in different units emohtroduce some reformative
programmes. Administratively, it will not be viable ¢all all doctors from all units
nor a large number of patients admitted in different dikibsscardiology, neurology,
orthopaedic and so on. Treating each unit as a cluatepmly selected doctors
and patients— say two doctors and three patients art &topeople all together—
from all units may be invited for discussions.
The advantages of cluster sampling are :-

. it is much easier to apply this sample when large fadjouns are
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studied on when large geographical area is studied.

Cost in this method is much less than in other naéshaf sampling.
Respondents can be readily substituted for other respisnden
Flexibility is possible.

Characteristics of clusters can be estimated.

It is administratively simple since no identificatiaf individuals is
necessary, and

It can be used when it is inconvenient or unethicabtwlomly select
individuals.

Thus disadvantages of this sampling are :-

Each cluster is not of equal size in selection of dist&rict from one
state, or one village from one block. The districtlg village can be
small, intermediate or large sized.

Sampling error is greater

Same individual can belong to two clusters and studied twice.
It lacks representation; and

There could be homogeneity in one cluster but heterdgemether.
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(e) Multi-Stage Sampling —

In this method, sampling is selected in various stagesoblyt the last
sample of subjects is studied. For example, for studyind’#mehayat system in
villages, India is divided into zones (four zones), oiaesis selected from each
zone, one district is selected from each state, @uk I8 selected from each district
and three villages are selected from each block. Thishelp in comparing the
functioning of Panchayats in different parts of Indiamling in each stage will
be random but it can also be deliberate or purposive., Thui stage sampling
according to Ackoff can be combination of (i) simple+sien sampling (ii)
simple+systematic (interval) sampling, and (iii) systdo¥Systematic sampling.

Let us take an example. Suppose bank employees are todmExish one
city for assessing their views on introducing reform$amks, including use of
computers. The names of all managers, accountants aiod slerks in all banks
will be typed in the first stage. Suppose these namety@ed in 100 pages, each
page containing 20 names alphabetically. Out of 2,000 bank petsae have to
take out a sample of 50 persons. We can do this firstkiygt out every tenth page
(out of 100 pages) i.e., 10 pages, and from each page, we takgeoytfourth
name (i.e., five bank employees from one page). Thisbeilthe example of
systematic plus systematic sample. The alternativeake first 10 pages and select
any one page at random. In this way, select 10 pages @00gdages. From each
page select any five names at random. This will be sippls simple random
sampling. The main advantage in this sampling will ba thavill be more
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representative. other advantage is that in all casesplete listing of population is
not necessary. This saves cost.
(e) Multi-Phase Sampling :

The process in this type of sampling is same as in-stalje sampling i.e.,
primary selection, secondary selection and so on. HowieveemultiphaSe sampling
procedure, each sample is adequately studied before anathge ss drawn from
it. Consequently, while in multi-stage sampling, only fihal sample is studied, in
multi-phase sampling, all samples are researched. Tieiss (fn advantage over
other methods because the information gartered atpiese helps the researcher
to choose a more relevant and more representativeesaVglcan take an example.
We are interested in studying MBA students in one ciypp®se there are five
institutions imparting MBA education and in each institatthere are 30 students.
Thus, firstly the sampling frame of MBA students in firestitutions will be
constructed. These respondents will be studied with regattheip academic
background, whether they are first or second divisioi@frghese 150 students, 50
will be selected randomly : After selecting these 50 stisdeéb girls and 25 boys
will be chosen. This sample will be the final sample tlee study.

9.44 TYPES OF NON-PROBABILITY SAMPLING :

As stated in the earlier lesson, sampling is maintyvoftypes— Probability
and Non-Probability Sampling. We have already understoolapildy sampling
and its types in detail. In this chapter, we will maketiempt to understand Non-
probability sampling and its various forms. The five ypénon-probability sampling
include : convenience, purposive, quota, showball and vaunte

BILITY

SAMPLING
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(&Convenience Sampling :

This is also known as *‘accidental’ or ‘haphazard’ sargplin this sampling, the
researcher studies all those persons who are mostrenthe available or who
accidentally come in his contact during a certain pesidthme in the research. For
example, the research engaged in the study of univetaigrg might visit the
university canteen, library, some departments, playgts, verandahs and interview
certain number of students. Another example is of ielectudy. During election
times, media personnel often present man-on-the sttestiews that are presumed
to reflect public opinion. In such sampling, representaiss is not significant.

The most obvious advantage of convenience sample i ihguick and economical.
But it may be a very biased sample. The possible samfrb@as could be

1.The respondents may have a vested interest to secamperating with the
interviews, and

2. The respondents may be those who are vocal and wénago

Convenience samples are best utlilised for exploratesgarch when additional
research will subsequently be conducted with a probabéypte.

(b) Purposive Sampling

In this sampling, which is also known as judgemental sagjptine researcher
purposely chooses persons who, in his judgement about appmwpriate
characteristic required of the sample members, are thdadgbe relevant to the
research topic and are easily available to him. kamele, the researcher wants to
study beggars. He knows the three areas in the city wherbeggars are found
in abundance. He will visit only these three areas atehview beggars of his
choice and convenience. The manufacturers (of cosnetis garments, etc) select
test market cities because they are viewed as tygiee with demographic profiles
closely matching the national profile. Popular jourr@aduct surveys in selected
impetration cities to assess the popularity of politsiand political parties or to
forcost election results. Thus, in this technique, scenables are given importance
and it represnts the unvense but the selection of isndelibesate and based on
prior judgement.

168



(c)Quota Sampling

This is a version stratified sampling with the differenbat instead of dividing the
population into strata and randomly choosing the resposidiéntorks on quotas
fixed by the researcher. In the example of studying SCAM&idents from 150
students in five institutions, the researcher fixesghota of 10 students from each
institution, out of which five will be boys and fiverlgi The choice of the respondents
is left to the interviewer. Determining quotas dependa namber of factors related
to the nature and type of research. For instancesegearcher might decide to
interview three boys out of five boys from final yeard two from previous year,
or two studying the morning course and three studying theirgveourse.

Quota can also be fixed according to their proportidharentire population.
For instance, for studying the attitudes of persons towasdf loudspeakers in
religious places in one educational institution with 100 shaled 50 females
belonging to different religions, quota can be fixedha tatio of one female for
every two males.

Further quota may be fixed on the basis of number cfoperin each of
the three religious groups.

Males Females
Hindu Muslim Others Hindu Muslim Others
80 10 10 35 10 5
16 2 2 7 2 1
2 2
20 10

The advantages of quota sampling are :

1.1t is less costly than other techniques.

2.It does not require sampling frames.

3.1t is relatively effective.

4.1t can be completed in a very short period of time.
It disadvantages are :
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1.1t is not representative.
2.1t has interviewer’s bias in the selection.
3.Estimating sampling error is not possible.

4.Strict control of fieldwork is difficult (instead of 25 lgr20 respondents may
be available.)

(b)Snowball Sampling :

In this technique, the researcher begins the reseaticlthe few respondents who
are known and are available to him. Subsequently, tresggmndents give other
names who meet the criteria of research, who in twm igiore new names. This
process is continued until, adequate, number of personstandewed a until no
more respondents are discovered. For instance, in sguayfe battering, the
researcher may first interview those cases when heeknoho may later on give
additional names, and who in turn may give still more emanThis method is
employed when the target population is unknown or when iffisudti to approach
the respondents in any other way. Reduced sample sizesoatwlare a clear
advantage of snowball sampling. Bias enters because @garswn to someone
has a higher probability of being similar to first persid there are major differences
between those who are widely known by others and thoseavehoot, there may
be serious problems with snowball sampling.

(e)Volunteer Sampling :

This is the technique in which the respondent himsdlinteers to give information
he holds.

9.7 BIAS IN SELECTING INFORMANTS IN NON-PROBABILITY
SAMPLING

The success of the research is dependent on theifrichmation given by
the respondents. Many a time, the leading informaatésted by the researchers are
those who do not have much and appropriate informatidheotopic under study
and who are unwilling to cooperate and respond. The resesrtias in selecting
the leading subjects is evident in the following cases :

1. The researcher has no knowledge or little knowledge ofdabml setting
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of the research. For example, the researcher whoswargtudy informal social
networks in a village or a factory or a university etes to locate individuals
who could understand what he was looking for and help himdmg it.
With little or no knowledge of the situation/location of ea®h, the researcher
cannot find such potential informants who have a midage of interactions.

2. The informants do not represent the population i.ey tfo not have the
aggregate characteristics in the population.

3. They are not ‘typical’ in the sense that theiresbations and operations
may be misleading. The atypical or marginal informavitkin their group
will not provide adequate information.

4. They are unwiling to be helpful and cooperative.

They are activists in a ‘particular’ group because athvibhey do not
present the viewpoints of ‘other groups’.

6. They belong to the community under investigation ardyginally and this
marginality is bound to bias their views.

Selecting informants who are convenient for study.

8. Personal leanings of the researchers of being pregudigainst certain
types of persons, say, untouchables, men—Hindus, sbatsiged persons,
too fashionable women, and so forth.

9.8 SAMPLE SIZE
Considerations in Sample Size

A question is often asked : how many persons should hedexdtlin the
sample, i.e., how large or small must the sample besteepresentative? Some
people say, the most common size is one tenth dbthépopulation. Some other
say that a minimum of 100 subjects is required to allowsstal inferences.
However, these estimates are not always correct. dinpls size has to be based
on the following considerations:-

1. The size of the populationj.e, whether the total population to be studied
is very large, large or small.

2.Nature of population.i.e., whether the population is homogenous. In the former
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a small sample may suffice but in the latter, a lasganple is required.

3. Purpose of studyi.e., whether the study is descriptive, exploratory or
explanatory.

4. Whether the study is qualitative or quantitative.In qualitative studies
sampling does not resort to numerical boundaries tordekeithe size of
sample. Similarly, when purposive or accidental sampliagearployed; the
researcher himself, can decide the ‘sufficient’ numiferespondents. In
such cases; generalisations are concerned with qaahigrithan with quality.

5. Accessibility of the elements :Many a time it is difficult to contact
respondents at time and place convenience to the chsesr

6. Cost of obtaining elements With more resources, an adequate number of
investigators can be appointed and a large sample magniselered.

7. Variability required : Sometimes the respondents require to have persons
of different groups e.g., of different age, differeome, different educational
background, different occupations and so on.

8. Desired accuracy or confidence level For high degree of accuracy, a
large sample need to be drawn. One has to think of teédéwnhich one
will be confident that his sample is representative.

9. Sampling error or desired risk level :The minimum sample error, maximum
will be the sample’s representatives.

10. Stratification i.e, how many times the sample habdadlivided during the
data analysis. This is to ensure an adequate size dbrsedd-division.

9.9 SUMMARY

After completely studing this lesson it is clear thanpling is the important
part of any research work as it allows us to choose sefatves items from
population to study its characteristics and then genertliz

Now it is also clear that there are two methods of sampk. probability sampling
and non probability sampling . Further the probabilitysiing is regareded as best
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amplig the data is baisless and every component of papulaéis equal chance to
be selected in study sample , Further , aproper care mtetdrewhile determining
a sample size as it must be adequate

9.10 GLOSSARY

- Sampling is an economical way of collecting data wiiene , effort and money
are the constraints.

- Probability sampling is preferrable sampling technigse compared to non
probability sampling

- Sometimes mixed Sampling be also used which means usitiglenmethods of
probability or non probability sampling together

- A adequate sample sze must be set when Sampling techmiaeapplied taking
into consideration various condition.

9.11 ASSIGNMENTS
1. What is Sampling and why it is important ?

Ans

2. What are various principles of Sampling?
Ans

3. Explian various method of Sampling ? Differentiate betwprobability and
non probability Sampling?

Ans

4. What are various pre -requisities of determining a geotpke size?
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Ans

9.12 LESSON END EXERCISE

1. Census is costly and time consuming method of datactiot ( True / Falsa)

2. Snowball Sampling technique i.e. technique

3. Multi phase Sampling include sampling techniques
9.13 SUGGESTED READING
1. S.P Gupta : Statistical Methods

2. S.C Gupta Fundamentals of Statistics
3. Naresh Malhotra : Merketing Research
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Course No. : 302 Procedure of Testing a Hypothesis, Lesson NO.
Unit - 1l Semester-ll|

STRUCTURE

10.1 Introduction

10.2 Objectives

10.3 Testing of Hypothesis

10.4 Procedure of Testing of Hypothesis
10.5 Summary

10.6 Glossary

10.7 Assignments

10.8 Lesson End Exercise

10.9 Suggested Readings

10.1 INTRODUCTION

In any research Study after reviewing the existirgrditure, the next step is to

frame the research questions from available literaflinese questions need to be
answered through a successful research study , For Singgbe Study , hypothesis

are framed which are actually suppositions need to beefdro

10.2  OBJECTIVES

After successful completion of this lesson, the stuslevili be able to

. understand the concept of testing of hypothesis.
. learn about null hypothesis and alternative hypothesis,
. formulate the hypothesis,
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» know about the main steps in testing of hypothesis.
» know about the concept of confidence level.
10.3  TESTING OF HYPOTHESIS

Suppose we wish to infer about population megro6 the basis of sample
mean. Then there will always exist a difference betwéenpopulation meanuj
and sample mean (X ). Now the question arises whether the difference betivee

means is significant or insignificant. In case, thigeince is significant, we may
conclude that the sample is not a true representdtires @opulation and on the
contrary, insignificant difference speaks about the sgmtativeness of the sample.
Investigations of such problems come within the scopeesting of hypothesis.
The tests used to ascertain whether the differencesgaiécant or non-significant

are called tests of significance or testing of hypsithd3efore discussing the certain
tests of significance let us explain the following temvigch are generally use in
testing of hypothesis :

(i)  Statistical Hypothesis :It may be defined as a statement about one or more
populations, i.e., statistical is a statement aboutarrmaore parameters.

(i)  Null Hypothesis : Null hypothesis is the hypothesis which is tested for
possible rejection under the assumption that it is 8unee this hypothesis states
that these is not significance defference between taloes, we call it null
hypothesis. It is denoted by Kread as H not).

(i)  Alternative Hypothesis : Any hypothesis which complementary to the null
hypothesis is called an alternative hypothesis. tteisoted by H (read as H
one).

(iv)  Errors in Hypothesis Testing : Two type of errors may be committeed in
accepting or rejecting Hypothesis; thamely type | error and type Il error

Type | error = Reject Hwhen it is true
Type Il error = Accept Hwhen it is false.

(v) Level of Significance :Probability of rejecting Hwhen it is true is called
the level of significance or confidence level. Itdisnoted by (read as alfa).
It is also known as the size of rejection region aticat level.
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10.4 PROCEDURE OF TESTING OF HYPOTHESIS

The procedure of testing of hypothesis involve the afig steps :

Step—I : Formulation of H; and H, : The very first step in hypothesis testing is
to formulate the null and alternative hypothesis kg.and H.

Step-Il : Selection of Test Statistic :;The next step is to choose an appropriate
test criterion and its sampling distribution. Whichashe used.

Step-IIl : Compution of Test Statistic : In third step, we compute the value of
test statistic (as selected in Step—Il) from the sampservations i.e. from the given
data under the assumption of null hypothesis. This valwalied calculated or
observed value of the test statistic.

Step-1V : Selection of Suitable level of SignificanceAfter setting H and H and
computing value of test statistic from the given samplaes, our next step is test
the validity of H and H at ascertain level of significance. The confidenat
which we reject or accept a hypothesis depends upon tlikcaige level adopted.
The significance level is expressed as percentage (suttparcent 5 percent, 10
percent). It is generary denoted by a.

Step V : Choose the Critical Region Find the rejection region at the percent
level of signficance (it is also called tabulated vadfi¢est statistic).

Step VI : Decision Rule :Finally, we may draw condusions and take decisions.
A statistical decision is a decision either to rejdgor to accept H The decision
will depend on whether the calculated value of the tesstita as calculated in
Step-lll, falls in the critical region i.e. in thejeetion region. We accept our, i

the value of computed test statistic is less than orléquabulated value of test
statistic at ao. percent level of significance. Otherwise rejegt H

10.5 SUMMARY

After completing the lesson successfully it is understdwt hypothesis is a
supposition needed to be proved. Statistical hypothesistvgo types namely null
hypothesis and alternative hypothesis. These are vatepsisvolved afterchoosing
one of the types of hypothesis to come at decision rulei.e. draw some conclusion.
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10.6 GLOSSARY
- Hypotheses is a statistical suppositio need to be progledor wrong.

- Null hypotheses assumes no difference in actual @sdeassumed value or what
ever the subject may be.

- Alternative hypotheis assumes difference in two \mlue
10.7 ASSIGNMENTS
1. What do you mean by hypothesis ? What are its vatypes.

Ans

2. What are the steps for testing hypothesis?

Ans

10.8 LESSON END EXERCISE
1. Null hypothesis is denoted by

2. Alternative hypothes is denoted by

3. Conclusions are drawn only when hypothesis proved righwrong (True/
Falsa)

10.9 SUGGESTED READING
1. S.P Gupta : Statistical Methods
2. S.C Gupta Fundamentals of Statistics
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Course No. : SOC-C-302 Lesson No. 11
Unit - [l Tests of Significance-Student’s t-Bst Semester-Il|

STRUCTURE

11.1 Introduction

11.2 objectives

11.3 Test of significance
11.4 Students T-Test
11.5 Summary

11.6 Glossary

11.7 Assignments

11.8 Lesson End Exercise
11.9 Suggested Readings

11.1 INTRODUCTION

In previous lesson we discussed the concept of hpoth®ds aslo studied the
procedure of testing hypothesis. Now in this lesson wedigitiuss about students
t- test which is one of the method of testing hyop#hesi

11.2 OBJECTIVES

After successful completion of this lesson you shalabke to know

-Tests of Signifiance
- Students T- test.
- Application of T- test.
11.3 TESTS OF SIGNIFICANCE
Various tests of significance can broadly be claskiito following three
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heads:
(@) Test of significance for attributes.
(b) Test of significance for large samples, and
(c) Test of significance for small samples or exastste

11.4 STUDENT'S T-TEST
Some of the testing procedures can be used only wheraty@es are large. A
sample of size 30 or more is generally considered to laega sample. When
samples are small, i.e., less than 30, the large sasglés do not hold good for
small samples. That is the assumption of approximatealiby of the distribution
iS not true; in fact another distribution (exact dmition) of the test statistic is to
be used and the result modified accordingly. Generallgtthéent’s. t—testz —test,
x? test and F test are the exact tests or small ééstgerest. The present lesson
deals with student’s t—test. Student’s t—test is used tahestignificance of mean,
significance of difference of two mean and significan€eorrelation coefficient
Z —test is also used to test the significance of cdivel@oefficient. We will discuss
these tests in following sections.
These tests (based on t—test) are performed under ltheifgl assumptions/
conditions:
() The observations must be drawn from normal populat$n
(hThe observations must be independent.
(i) The sample size should be small, usually not mdian t30.
(iv) The parent population (s) must have the same but unknawance.
The Student’s t—test has the following applications :
Testing the Significance of mean :
Suppose we wish to test the hypothesis regarding the meapagfulation on the
basis of a random sample of size n(<30) from a populatibnunknown standard
deviation. In this case we set up the null hypothesisisigdifferent alternatives as
H, : u=p, against any one of H
H, . =y, (two sided alternative) or
H, : u>up, (right-tailed alternative) or
H, : u<uy, (left-tailed alternative)
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The test statistic for testing b
XT ool X -l

t = =
SE. (x ) I,
where x is the sample mean and is an unbiased estimator of the unknown
population variance c?, which is given by

sZ:iZ(x —X)% = i[Zx2 —nx?
n-1 n-1

The distribution of t under Hs t—distribution with (n—1) degree of freedom. After
calculating t-statistic, the decision about the accegtam rejection of His taken
in the following manner :
(@)In case of testing H u=p, against H: p=p, (two sided alternative) at percent
level of significance, we accept hf [t| <t (a/2), otherwise reject H
(b)For testing H: u=p, against one sided alternativeogpercent level of significance
accept H if |t| <t (o), otherwise, reject H
Here t (o) is the critical value of t— statistic atpercent level of significance for
(n—1) degrees of freedom. These critical values are givEsble—1 of the Appendix
given at the end of the study material.
Example 1. A random sample of 10 independent observations from aahorm
population provided the following results :

165, 160, 161, 170, 172, 160, 165, 175, 164, 168

(@) Test the hypothesis that the population mean is 178saghe alternative
that it is not 170 at 10 percent level of significance.

(b) Find the 90 percent confidence limits of the populatm@an.
Solution: We want to test the hypothesis
H, : =170 against H p=170

To test H, we make the use of t-test

= X-MO :X-MON
SE.(x) 1, ml

n

181



X X2
165 27225
160 25600
161 25921
170 28900
172 29584
160 25600
165 27225
175 30625
164 26896
168 28224

Total 1660 275800

LI
10

1 2 o2
o E[Zx —nx ]]
- %9[275800 10 (166)2]

=é[275800— 275560

= 26-67

~166-170 -4 0
/2667 1-633

. |t| = 2.45

For n—1=9, the tabulated value of t at 10 percent leV8lignificance is

.t —2-45
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010 . .
t, (7)=t9(0-05):1-833. Since the observed value of |t| is greaterthian

tabulated value of t (1-833), hence we rejegt which means that the mean of
population can not be regarded equal to 170.

(b) 95% confidence limits for mean are

%t SEXL, (;) orxt SEX)- t(005

or 166+1-633x1-833
or 166+2-99
or (163-01 and 168-99)

Example 2.A T.V. manufacturing company is marketing a particular typkrand

through a large number of retail shops. Before a hedvgrasing campaign, the
average sales per shop per month was 120 T.V. After thpasgm) a sample of
24 shops was taken and the average sales was found to be 1300wit2. Can
you consider the advertisement compaign effective at Smidesel of significance?

Solution : Here we are given that n=2% =130 and s=12
We wish to test
H, m=120 against ki m120

The test statistic is

X 1:130— 120_, o
m Y

For n=24, a=0-05, the critical value g_fl(%); ..e., 1(0-025) is 2-069. Since the

calculated value of t (4-082) is greater than the tabulatks wf t(2-069) at 5
percent level of significance with 23 degrees of freedamyes reject H Thus we
may conclude that advertisement is effective for iasirgy the sales of T.V.
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b ) Testing the Significance of Difference Between Two meansiflependent
Samples)

Let two independent random samples of sizesnd ) are drawn from two normal
populations with means,rand m) and unknown but equal variances i.&=s*(=s)
respectively. Here we may be interested in testing hifp@thesis that both the
samples come from the same normal population, i.e.,

H, : m=m, against any one of the following alternatives

H, : m!m, (two sided alternative)

H, . u >, (right-sided alternative)

H, . w<u, (left-sided alternative)

To test H, the test statistic is

Yl — Yz -
l ng+n,—2

where X, and X, are the means of first and second samples and s i give
by

o |- DS
n+n-2

— 2 — 2
X X))+ 0R-X)
n+n-2
The decision rule about the acceptance or rejectidi a same as in previous

section.

Example 3. Two horses A and B were tested according to the timee@onds)
to run a particular track with the following results :

Horse A : 28 30 32 33 33 29 34
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Horse B : 29 30 30 24 27 29

Test whether can you discriminate between the two hatséspercent level of
significance.
Solution : Let the time (in seconds), Xto run a particular track by horse A is
N(u,,0,) and X that of horse B is Ni,6°) wherec?® is unknown. We wish to test
the hyhothesis that there is no significance diffeeelbetween the performance of
two horses, i.e.,

H, : u=u, against H: p#u,

The test statistic is

t = Xl_YZ -
l l n+n,—2
s|l—+—
nl n2
where
X, 219
xl_Z 1= = 31-286
n
_ X, 169
, = 2%, 168 = 28-167
n
X, X, xl2 xz2
28 29 784 841
30 30 900 900
32 30 1024 900
33 24 1089 576
33 27 1089 729
29 29 841 841
34 1156
Total 219 169 6883 4787
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(n-1)s2 = Y. x2-n X2=6883-7x(31-286)

= 6883-6851-697
=31-30
and

(1) 2 = D X2-1PX:=4787-6x(28-167)

4787-4760-279
=26-721

o |M-Ds’+ (-Ds" _ [31.30+ 26 721
n+n-2 \ 7+6-2

=+/5.27E = 2:297

Thus

X,—X, _31.286- 28 167 3-119

s\/1+1 2-297\/1+l L2
n, n, 7 6

t=

2-441

The tabulated value dfwnz,z(%) , i.e., t (0-025) is 2-201. Since the value of t

(2-441) is greater than the tabulated value of t at 5 pdesahof significance with
11 degrees of freedom, so we rejegt Fhis means we can discriminate between
the two horses.

Example 4. The mean life of sample of 10 electric bulbs was foundetd 4500
hours with standard deviation 420 hours. A second sample afli$ dhosen from
a different batch showed a mean life of 14175 hours with & 380 hours. Is
there a significance difference between the mearofifavo batches of bulbs?

Solution : Let us formulate the hypothesis

H, : There is no significance between the mean lifenof batches of bulbs. That
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H, : n=u, against H: p#pu,
The test statistic is

X1 —Xp
_ 1 1
- s+

ng Ny

where (given)X,=15500, X,=14175, $=420, $=380, n=10 and =15

Thus

o |M-1s+(n-3s
n+n-2

9x (4207 + 14380°
_ - /15692173¢
\/ 1C+1E-2

= 396-134
Hence

14500- 14175 325

1 1 161701~
396- 134/ — + — '
;\/10 15

t=

Here n+n—-2=23 andx=0-05 so% =0-025, thus the tabulated value gt 025)

is 2-069. Since the observed value of t (2.01) is lesst{li@r025) thus we accept
H, This means there is no significant difference betwi® mean life of two
batches of bulbs.

(c) Testing the Difference Between Two Means (Dependei@amples or
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Paired Observations)

In section 19-4, we assumed that the samples have been fdvawtwo normal
populations and they are independent. However, in situattbese two samples
are not independent, we use paired t—test. Here the obsesvatitie two samples
occur in pairs so that the two observations are teiateespect of some characteristic.
For example, if we wish to test a new diet using on somwiduals, then the
weight of the individuals recorded before and after conguiedf test will form two
samples in which observations will be paired. Here our tingsis is that there is
no significance difference between the performanceefidrb and after some test.
The test statistic is

~th

2o

=
>
(1)
=
¢
o
1

the mean of difference of observations of two sampl

s = standard deviation of the difference of obsermatio
The decision whether to accepf ¢f reject H remain same as in previous sections.

Example 5. Ten college students were given a test in Business t&mtihey
were given a month’s coaching and a second test wasthild and of coaching.
The marks recorded in both tests are :
Students : 1 2 3 4 5 6 7 8 9 10
Marks in 46 42 63 54 34 46 72 43 69 74
Test|
Marks in 50 40 71 59 48 41 75 50 75 76
Test—II
Do the marks give evidence that the coaching is efe2tiv

Solution :
Marks
Students | Test Il Test d=xX, d?
(X)) (X))
1 46 55 -9 81
2 42 40 2 4
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3 63 71 -8 64
4 54 59 -5 25
5 34 48 -14 196
6 46 41 5 25
7 72 75 -3 9
8 43 50 -7 49
9 69 75 -6 36
10 74 76 -2 4
Total -47 493

azﬁ_i?:_4.7o

n 10

s=\/ni_l[2d2— nd’|

- \/?1}[493 10 (- 4 7&]

=+/30.23% = 5-498

Now let us formulate the hypothesis

H, : There is no significance between the marks of stsdegfore and after
the coaching.

That is

H,: u=p, or H :p—u,=0 or

H, : u=0 against H: p<u, or H : p <0.
The test statistic is

d _ 470
7Jﬁ 5-498/5E

t =

189



_—4-70
~1.73¢

= -2-703

o |t| = 2-703

The tabulated value of f(a%), i.e. {(0-05), (iffa=0-05) is 1-833. Since the observed
value of t (2-703) is greater than the tabulated valug(6f®5), thus we reject H
Hence, we may conclude that there is a significancerelifé® in the marks of
students. Thus the coaching is effective.

Example 6. A certain drug was given to 12 patients and the incremanrtseir
blood pressure were recorded to be

52,8-1,30-2,1,50,4, and 6
Is it reasonable to believe that the drug has notefiechange of blood pressure?

Solution : Suppose that increase, d, in blood pressure has a nostdution
with meanp, and unknown S.Dc,. Here

H, : n,=0 against H: p <0

Patient d d
1 5 25
2 2 4
3 8 64
4 -1 1
5 9
6 0 0
7 -2 4
8 1 1
9 5 25
10 0 0
11 4 16
12 6 36
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Total 31 185

Here n=12,

— d

d :z— :3—1=2-583
n 12

s=\/ni_l[2d2— nc’|

126 = \/11][185 12 (2 58§]

=./9.54= 3.089

Hence

S o 2.583
(=4 _ 2583 _ =2.896

Y 308%1»2 ©0-892

The tabulated value of t(0-05), ifa=0-05, is 1-796. Since the observed
value of |t| is greater than the tabulated valug (- 05), so we reject HThis
means the drug seems to have increase the blood pressure.

(d) Testing the Significance of an Observed Correlation Coeffient

Supposep denote the population correlation coefficient and r teertbe
observed correlation coefficient from the sample \alliden to test the hypothesis

H, : p=0 against H: p=0, the test statistic used is

t=— L xdn-2~t,

1-r?

The decision rule remain same as in previous sections.

Example 7.A random sample of 11 observations from a bivariate poipual gave
a correlation coefficient 0-239. Could the observed vamxe arisen from an
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uncorrelated population?
Solution : Let us formulate the hypothesis
H, : p=0 against H: p=0

Test statistic is

rVn-2
J1-r?

where r=0-239, n=11, thus

t=

023X V11-2 O 71
- \/1_ (0 2397 - 0971=0-738

t

If «=0-05, then tabulated value biz(%) , i.e. 1(0-025) is 2-262. Since

observed value of t(0- 738) is less than the tabulated o&luat 5 percent level of
significance with 9 degrees of freedom, thus we accgpiThls means observed
value ofr might have obtained from an uncorrelated population.

Example 8.How many pairs of observations must be included in a sampleler
that an observed correlation coefficient of value 0+l ave a calculated value
of t greater than 2-727?

Solution : We have given the value of r, and t and we have to hedvalue of
n. As we know that

_rvn-2
J1-r?

It is given that

t>2-72

t

rvn-2

or 5 >2:12

1-r
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>2-72><\/1—r2

r

or J/n-2

2S(2- 72°x (1P

r2

or n-

2 72°x (1P
+2

r2

or n>

) 2 72°x (- 049
) ©- 48°

or +2

5-6938
" 0-230¢
=24-71342 = 26- 7132+
Hence we should include atleast 27 observations.
11.5 SUMMARY

In the present lesson we have discussed the student THisstest has the following
applications.

+2

() Testing of the mean of a normal distribution with unknown stanérd
deviation

The test statistic is

DA

where s is the sample standard deviation which is given by

t

sz —nx?
n-1
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(I) Testing the equality of means of two normal population
The test statistic is

1_Y2

X

where

o [(N-3s7+(n-38°
n+n-2

s’ and § are the sample variances of the first and second saesplectively.

(i) Testing the equality of means of two populations when samples are
dependent or paired samples.

The test statistic is

N
Fm

where § is the mean of difference of observations and

I ICET
n-1

(iv) Testing the significance of observed correlation coefficient
The test statistic is
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where r is the sample correlation coefficient

(v) z- test is used to test whether an observed correlateifficient differs
significantly from some hypothetical value or wheth&o tsamples values of
r differ significantly.

11.6 GLOSSARY
- Test of significance are used to test the power pbthesis.

- Test is applicable when the sample size is small

- A small sample means the strenght of data in samglebe less than or equal
to 30 only.

- T- test is applicable when comparison is made betweerpbpulations not more
than two.

11.7 ASSESSMENT
1. Distinguish between large sample and small sample tests

2. A certain food processing plant has prepared a product nvakiexage water
content of 37-5 percent. A sample of 10 units taking aftlaage in cooking
procedure, shows an average water content of 39-2 percerstaanthrd
deviation of 3-4 percent. Had the procedure made a signifitemtge in
percentage of water contents?

3. Two different models are available for the same macAihe number of units
produced per hour of these two models are given below :

Days ) 1 2 3 4 5 6 7
Model A : 180 176 184 181 190 137 -
Model B : 195 194 190 192 187 185 187

Will you conclude that model A and model B have the sproeluctivity.

4. A certain drug administered to each of 10 patients resmitdee following
additional hours of sleep :

0-7,-1-10,-0-20, 1-20, 0-1, 3-4,3-7,0-8,1-8, 2:0
Test whether these data justify the claim that drug doeproduce additional
sleep.
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5. A random sample of 16 observations from a bivariate ptipal gave a
correlation coefficient 0-42. Could the observed values laisen from an
uncorrelated population?

6. From a sample of 20 pairs of observations the cooelé 0-56 and the
corresponding population correlation is 0-42. Is the difteresignificant?

11.8 LESSON END EXERCISE
1. X is used for mean whereas u is used for denoting

2. T-test work on only samples.

3. T-test can also be used to compare assumed resultstaatirasults ( True/
Falsa)

11.9 SUGGESTED READINGS
1. Gupta, S.P. (2001) : Statistical Methods.
2. Levin, R.I. : Statistics for management.

3. Srivastava, U.K. G.V. Shenoy and S.C. Sharma : QatmdtTechniques for
Managerial Decision Making.
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Course No. : SOC-C-302 Lesson No. 12
Unit - 1l CHI SQUARE ( y) TEST Semester-1l|

12.1 Objectives
12.2 Introduction

12.3 Chi-square Statistic and its Assumptions.
12.4 Application of Chi-Square Test.
12.5 Summary
12.6 Assignments
12.7 Further Suggested Readings
12.1 OBJECTIVES
After successful completion of this lesson, studentsheilable to :

* know about chi-squre distribution and chi-square statistic,
» understand the role of chi-square distribution in testihgypothesis,
» perform test regarding the variance of a normal digioh, and

» understand and conductory tests of goodness of fit asting the
independence of categorised data.

12.2 INTRODUCTION

In the previous lessons (17, 18 and 19) we have discussed @anegnef
testing of hypothesis, various tests of hyposises aahamw some of these tests
concerning the means, proportions, correlation coefficieane or two populations
could be designed and conducted. But in real life, one ialwatys concerned with
the mean and the proportions alone-nor is one alwésiested in only one or two
populations. A business manager may want to test & ikemny significant difference
in the proportion of high income households where his ptsdscpreferred in
different regions. In such situations the business mamageerested in testing the
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quality of proportion among different regions (populatiohs)many of our earlier
tests, we had assumed that the population distribution wasahdt should be
possible for us to test if the population distributiomeially normal, based on the
evidence provided by a sample. Similarly, in other siaatit should be possible
for us to test whether the population distribution is $tois Binomial or any other
known distribution. The methods, (based on Chi-square) wigatare going to
discuss in the subsequent sections of this lesson vallugeih the kind of situations
mentioned above as well as in many others types udt&ins. Before discussing
these testing problems in detail first we know about gbhase distribution and its
assumptions.

12.3 CHI-SQUARE DISTRIBUTION AND STATISTIC

If X is a random variable having a standard normal distion, then X will have
a Chi-square distribution with one degree of freedom. Fuithe, X,, ...., X be

o\ 2
X—X . .
a random sample of size n from N (u, &) then, Z(—j will have a Chi-square
c

(in notation »?) distribution withn—1 degree of freedom. That is
X-X\*
Z ( ) ~Xr2r1
c

(n-1) s 2
o % ~Xn1
c

In fitting of distributions, under the assumption thao tsets of frequencies are
not significantly different, the Chi-square statisticused which is defined as
2 (O -EJIE ~ 2

where O referes to the observed frequencies and Is teféhe expected frequencies.
However, there are certain conditions for the validityhis y>—test. These are :

() The sample observations should be independent and hodm#ibuted.
(i) No estimated or theoretical cell frequency shoulddss than 5.

(i) The total frequency should be reasonably large, sayre than 50
(iv) Constraints imposed upon the observations, if ahguld be linear.
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12.4 APPLICATION OF CHI-SQUARE TEST

As we have discussed the applications of chi-square testiion 15.1, now
we will explain their procedure in the following sections :

Testing of Population Variance

Many times, we are interested in knowing if the varianta population is
different from a known value. That is, we want to test the hypothesis H o’ = 020

against a suitable alternative. The test statistic is

T(X=-X)? (n-1s?
XX 0D,
Go Go

1 _
where 8 _—— S (X -=X)?
n—lz( )

By comparing the observed value gf with tabulated value of y>with (n-1)
degree of freedom at appropriate level of significance we may accept or reject H,..
The tabulated values gfare given in Table 2 of Appendix.

Example 1. A random sample of size 24 from a normal population windsrd
deviation 12 gave the standard deviation 8-5. Is thereign§icence difference
between population and sample standard deviation?

Solution : Here n = 24, s = 8-5 and we want to test the hypothesis :
H,: o0 =12.0
The test statistic is
> (-1 & 2
X ==

An-1
Go

L (24-9x(89’
120

_23x7225
144

=11-54
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If , @ = 0-05, then tabulated value gf with n-1 = 24 d.f. at 5 percent level of
significance is 36-415. Since the calculated valug?is less than that of tabulated
value, so we accept Hience, we may say that population standard deviatib?: 0.

Example 2.Packages made be a standard method for a long tiveténthaty, = 11- 75
for the variation of weight. A less expensive andtiess consuming new method is tried
and it shows standard deviation 12-261 on the basisarhple of size 20. Test whether
the new method results in an increase of the vatyadfithe quality of packages in terms
of their weights.

Solution : Here we wish to test the hypothesis
H,: 0,=0,=11-75 against

0 1

H, :0o> o, = 11-75

1

We have n = 20, s = 12-261 and n-1 = 19
The test statistic is

Xzz(n—l)sz _19x(12 26)°

H (11 752

The tabulated value gffor 19 d.f. at 5% level of significance is 30-14.c8in
the calculateg?is less than tabulategd, so we accept jithat the variability in terms
of weight of the packages has not increased.

=20-69

(I Chi-square Test for Goodness of Fit :

Some time we are interested in knowing if it is reablanto assume that the
population is normal, Poison, Binomial or any other knaostribution. In thissection
we describe the procedure to test how close is theetween observed data and
distribution assumed. These tests are based on Chessfasistic.

For explaining the goodness of fit test, let us consdeopulation which may
be partitioned into k-classes, and '.‘f(bﬂ the probability that an observation belongs
totheithclass (i=1, 2, .... , k) WitE Pi = 1. Further let a random sample of size

i=1
n be drawn from the population. SupposesGhe number of sample observations
k

belonging to ith class such thg Oi =N Fyrther let Ebe the expected frequency
i=1
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of the ith class. Thus, under texpected frequency, E np (i =1, 2, ... , k) and
k

obviously 2_Ei=n,
i=1

Now, a goodness of fit test between observed and &xp&equencies is used
based on the statistic

K
XZZZ(Q—E.)Z/Ei or simply
i=1

=> (O - EJE
If the total frequency n is sufficiently large and thected frequency in none of the
class is too smally?— statistic followsy? distribution with v, degrees of freedom
wherev = k—r-1 and r is the number of independent parasetgimated from the
sample observations. The calculated value of

x*is compared with the table value gffor givena. As y*measures the discrepancy
between the observed data and fitted distributian|/aitye value of? would lead to
rejection of H. Thus, for goodness of test, the rejection region is ahtrayright tail.

Before calculating the value gt statistic if we observe that expected frequencies in
any class is less than 5, than such frequenciepaocdei or combined with adjacent
classes. Consequently, the corresponding observed fréepi¢oo are pooled or
combined with adjacent classes and in the process,uthben of classes is also
reduced.

Example 3. A die is thrown 90 times and the number of faces shownaar
indicated below :

Face (i) X 1 2 3 4 5 6
Frequency (i : 18 14 13 15 14 16
Test whether the die is fair.
Solution : Let p be the probability of showing the face i, i = 1, 26..,
Here we want to test the hypothesis
H,:p=p....=R=1/6
We have E=n p
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= QOX% (for all classes)

=15
Hence

_(18-15° (14-19° (13-19%,

=X(O-EY/E
7= 4 15 15 15

(15—132+(14—152+(16—152
15 15 15

9 1 4 11

15 15 15 15 15

_16_ 107
15

If o= 5%, then the tabulate value givith k-1, i.e., 5 d.f. at 5 percent level
is 11-10 which is greater than calculates valug?oHence there is no reason to
reject the H or that the die is fair,

Example 4.Following is the frequency distribution of the numbemoivals per unit
of time of patients at the OPD of a hospital. Verifyetiter the arrivals follows a
Poisson distribution.

Number of arrivals (¥ : 0 1 2 3 4 5 6 7

(per ten minutes)

Observed frequency (O: 10 30 40 50 35 20 10 5
Solution : We want to test the hypothesis

H, : The number of arrivals per unit of time has a Rwisdistribution.

To test this H we use y*test of goodness of fit.

To compute the expected frequencie$, (e first estimate the paramete) (
of the Poisson distribution from the given data as
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A=X=T"r=5-02=2.975
The Poisson probabilities pf>can be calculated by the following relation

A
D=—- =
pOx+D)= " P(X), x=0,1,2,...

since p (0) = e*= €29%= 0-0508

Thus
p() =41p(0)=0-1524

p (2= }gp (1) = 0-2286
A

p(3) = gp (2) = 0-2286
A

p(4) = Zp (3) =0-1714
A

p(®) = gp (4) = 0-1028
A

p (6) = gp (5) = 0-0514
A

p(7)=-p(6)=0022

Now we compute the expected frequencie} Ik the relation E= n p (x),
fori=0, 1, 2, .... 7 and present the calculation inftllewing table.
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No. of arrivalg Observed Frequgncy | X  p(x) E =n p(x) (G—@
X Oorf E
0 10 0| 0-0508 10-1610
1 30 30| 0-1524 30-4830
2 40 80| 0-2286 45-7246| 36 0-90
3 50 150| 0-228¢ 45-7246( 16 0-32
4 35 140| 0-1714 34-2834 1 0-0286
5 20 100| 0-1028 20-4620( O 0
6 10 60| 0-0514 10-2810( O 0
7 5 35( 0-022| 4-4-~4 1 0-25

Total 200 595 1-00 200 1-449

The calculated value of chi-square is given by

2
oa = 2% =1.449

The degree of freedom=v=k—-r—-1=8-1-1 = 6.0/10- 05, the tabulated
value of y?with 6 d.f. is 12-59 which is greater than calculated valug,dfience
we accept H Thus we may conclude that number of arrivals follows&an
distribution.

Remark : To fit the binomial distribution we first estimate tharameter p through

X _ 21X _n=Xp
_Z _=2 pP(x+D=——""p(X)
p N where X Sf and then compute pjxhrough x+1q

The other procedure remains unchanged.
() Chi-square Test For Independence

Some times it is required to find out whether two charatics or attributes
manifest themselves independently or in some refedgdFor testing the independence
of two attributes, we first formulate a contingendyléaas discussed in section 6.5
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of lesson 6. Suppose we have two attributes A and Bhétrulet attribute A has r
mutually exclusive categories,AA,, . . . A and B has ¢ such categories denoted by
B, B, . .. B. Arandom sample of size n is drawn from the populatiod is
classified into following (rxc) contingency table witbspect to attributes A and B :

Contingency Table

>
o
Ke)
o

1 11 12 C 1°

>
O
O
@)
O

2 21 22 ' ) ) 2C 2"

A O O : . . O O

r rl r2 rC r

Total O O ) . . O n

1 .2 .C

To test the hypothesis of independence of two attribuiesise they ? test statistic
x2= 2 >.(05 - )Z/E,j ,i=1,2,...randj=1, 2, ..., c.or simply

1?=X(0-E)?/E

O,. O.j _ _
where E=—— for all i and j.
n

The degree of freedom would be = (r-1) (c-1).
If r = ¢ = 2, the above contingency table reduced to DRirgency table.
If following is a 2x2

contingency AB 1 2 Total
table.
able 1 a b a+b
2 c d c+d
Total atc | b+d n
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where n = a + b + ¢ + d. Thus to test the independenceisevdollowing y?-
statistic

2_ n(ad- b()2 .2
“@+rD(cr9(a H( b Y

X

Further if any cell frequency is less than 5 and tatplq less than 50, then
we use corrected (Yates correctiggd) statistic which is given by

n

2
ack bo- )
LT @rbB(e Na X b M

Example 5. The following contingency table gives the results of thevesy
conducting by market researcher with respect to the peafore of four competing
brands of tooth paste among the users :

Brand
Performance A B C D Total
No cavities 5 9 13 7 34
1-5 cavities 59 66 81 78 284
More than 24 33 44 33 134
5 cavities
Total 88 108 138 118 452

Test the hypothesis that incidences of cavitiesdependent of the brand of the
toothpaste used.

Solution : Here we wish to test the hypothesis
H, : The incidence of cavities is independent of the d@fithe toothpaste.
against the suitable alternative hypothesis.

Now we compute Fas
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_88x84 g 10834
117 g5z 7= "1 7120 g5z T U=
g 13834 _ 36~ 10, E,, 11834
137 457 452 IR
E _ 88 284— 55.29~ 55, E,, M— 67-85~ 68
2l 452 452 R
_138x284_ _&7.E,, _118x284 _ 14 74
285 45z T 452
g _88x184 o8- 26 E,, _108<134_ 01 32
31 45z © 452
Eg= oo 1% 4091~ 41, By 3% 34 05~ 35
33— 457 — 34— 457 = . _
Therefore
2-(6-7° (9-9° (13-10° (7-9° (59-59°
7 8 10 9 55
, (66— 682 , (81— 87?2 L (18- 747 , (24~ 262
68 87 74 26
,(33-32" (44-4)° (33-39°
32 41 35

419416436164191

781095568877426324135

=1-857
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Herer=3,c=4,so0v=(r-1) (c-1) =6

Fora = 0-05,7% = 12-59 which is greater than calculated valug?foHence
we accept H that is cavities is independent of brand of toothpaste

Example 6. In an experiment on the immunization of goats frorthiax, the
following results were obtained. Comment on the effyeaf the vaccine..

Died Survived Total
Immunized 2 10 12
Not immunised 6 6 12
Total 8 16 24

Solution : Here we wish to test the null hypothesis that vaccimeiseffective
in controlling the anthrax. Since one cell frequerciess 5 and total (n) SO, so
we use Yates corrected—statistic

nllat b7

“@+ B(br J(a W e X

XZ

2
24[\ 12 69224

112 8x16

_ 24x(36?
T 12x 12x 8 16

=1-687

If a = 0-05, theny7= 3-84 which is more than calculatgti Hence we
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accept H. That is immunization of vaccine is effective.

Example 7.The following table gives the number of accounting clexdksmitting
errors and not committing errors among trained and wmewlaclerks working in a
company.

Clerks Number of clerks
Committing Not Committing Total
error error
Trained 80 540 620
Untrained 165 755 920
Total 245 1295 1540

Test whether the training is effective in preventingpes.
Solution : We wish to test the |
H, : Training and committing errors are independent againtable alternative
The test statistic is

2_ n(ad- bg?
@+b (b+9 (a- (b W

X

~ 1540(80x 755- 546 16p
~ 620x 920« 245% 1295

=7-01

If a=0-05, theny; = 3-84, which is less thgyt calculated (7-01), so we

reject H. Hence we may conclude that training is effective iveméng the errors.
12.5 SUMMARY
() To test the population variance,. i.e., Ho*> = 67

The test statistic is
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» (n-Ds
- 6(2) n-1

(i) To test the goodness of fit the test statistic is

where

2 2 2
x> =Y.(0- B E~1h-ra
O = observed frequency
E = expected frequency

K = number of classes
r = number of parameters to be estimated.

(i) To test the independent of two attributes in a € xcontingency table,

the test statistic is

> < (0-FE)
X :ZT ~ X (-1) (c-1)

12.6

GLOSSARY

Chi- square is a test in statistics used to measeréditierence between
observed and expected data.

‘O’ denotes observed frequencies.

‘E’ denotes expected frequencies.

‘¥ Square works on a large samples only.

12.7

ASSIGNMENTS

1.

The number of defects per unit in a sample of 340 unaswadnufactured
product was found as follows :

No. of defects : O 1 2 3 4

No. of units : 210 95 24 6 5

Fit a poisson distribution to the data and test the gassdokfit.

2.

If 4 coins are tossed 150 times and following results wetaired.
No. of heads : 0 1 2 3 4
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Observed freq: 6 48 60 28 8
Fit the binomial distribution and test the goodnessitof b

3.  An automobile company conducted a survey about liking dkinlgs a
model of new car. The following data is obtained :

Age group
Persons Below Between Between Between
20 20-30 30-40 40-50
Liked the model 160 70 50 70
Disliked model 80 20 60 80

Analyse the data and give your comments.
4. A random sample of 10 students has the marks : 60, 70, 50, 4@, 80,
60, 90, 100 and 50. Do these data support the assumption at 5 % level
that the variance of normal population is 187?
5. From the data given below about the treatment of 250npmseffering
from a disease, state whether the new treatment isisuger the
conventional treatment.
No. of Patients

Favourable Not Favourable Total
New 140 30 170
Conventional 60 50 80
Total 200 50 250

6. In a survey of 240 boys, of which 80 were intelligent, 50 $lalied
fathers; while 85 of unintelligent boys had unskilled fathé»o these
figures suppose the hypothesis that skilled fathers héefgence boys?

12.8 LESSON END EXERCISE
1. The formula for calculating square isy .
2. No estimated or therotical cell frequency must be leas 6 (True/ Falsa)
3.  Chi- square test is also known as test of Goodman (frite/ Falsa)
12.9 SUGGESTED READINGS
1. Gupta, S.P. (2001) : Statistical Methods Sultan Chand &, 3¢v&w
Delhi.
Levin, R.I. (1987). Statistics for Management
3. Srivastava, U.K, G.V. Shenoy and S.C. Sharma. Quaweiteechniques
for Managerial Decision Making. Wiley Eastern United, NewhbDe
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Course No. : SOC-C-302 Lesson No. 13
Unit - 1l F-TEST Semester-lll

STRUCTURE
13.1 Objectives
13.2 Introduction
13.3 Test of Equality of two variances
13.4 Analysis of Variance
13.5 Summary
13.6 Glossary
13.7 Assignments
13.8 Lesson End Exercise
13.9 Suggested Readings
13.1 OBJECTIVES
After successful completion of this lesson, the studesitde to :
» understand the assumptions and applications of F-test,
 find out whether the two population variances differ sigguitly or not, and
» perform the technique of analysis of variance.
13.2 INTRODUCTION
While applying student’s t-test for testing equality of neahe basic assumption
was that the population variances must be same. Thust kstased to find out
whether the two independent estimates of population varidiffer significantly,
or whether the two samples may be drawn from the ngramllations having the
equal variance.
F-test can also be used to test the equality of sepegallation means
through analysis of variance (ANOVA) technique and siganie2 of multiple
correlation coefficient. Testing of equality of two iarces is discussed in the
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following sections.
13.3 TEST OF EQUALITY OF TWO POPULATION VARIANCES

Suppose we have two independent random samples of siaed n from
normal populations and null hypothesis to be tested tighkgpopulation variances
are same. Under the null hypothesis H, : 6°, = ¢®, the test statistic would be

F:g $>4

1 _ 1 _ .2
where ¢ = — =2 (4—-%X)  and =2 (4%
¥ n-1 nz
The distribution of F is F with A1 and p-1 degrees of freedom.

If calculated value of F exceeds the tabulated value with n—1 and p-1 df at«
percent level of significance, we reject. Hhe table views of F are given in Table
No. at the end.

Since F-test is based on the ratio of two variantes it is also called the
Variance Ratio Test. The ratio of two variancefe$, F-distribution, named after
the famous statistician R.A. Fisher.

F-test is also based on, as other tests, the follpagsumptions —
1.Normality : The observations in each group must be normacy distdibute

2.Homogeneity : The variance within each group should be equal for all groups
This assumption is needed in order to combine or poowdhances within the
groups into a single ‘within groups’ source of variation.

3.Independent of Error : The error, variation of each value around its own group
mean, should be indepedent for each value.

Now we shall illustrate F-test by taking some examples :—

Example 1. Two samples are drawn from two normal populations. From
the following data test whether the two samples have been drawn from the
populations with same variances at 5 percent level offeignce.
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Sample | : 3 5 4 7
Sample 1l : 4 6 7 6 8 5 3 9
Solution : Let us formulate the hypothesis

. 2 = 2 1 . 2 2
H,:o0° =0, aganst H: o7 # o,

- 30 - 48
Heren=16,n =8, X :3:5 and X2:§:6

1 — 2 1
sothat S= EZ g%y = —5[(3‘ 5°+(5- 5°+ (4- 57+

(7-5)?+ (6— 5>+ (5- 5)*+

440+ 4+ 1 0 10
S S

2
and = ﬁz (X2— >_<2)2
:%[(4—6>2+(6— §°+(7- §°+(6- 6°+( 8 B

(5-6)?+(3— 6)°+ (9- 6)

A+ 0+ A B S 9_2_8_
7 7
Since g > s?, so our test statistic is

4

F:—2:

St

S_4_,
2

Sincea = 0-05, p-1 =5 and -1 = 7, so tabulated value of F with 7 and 5 d.f. at 5
percent level is 4-9 which is greater than calculated el&g(2), so we accept H
Thus we may conclude that population variances are equal.

214



Example 2. A sample of 18 observations gives the sum of square ddtbas
from mean 96-48. Another sample of 12 observatigiges the

sum of square of deviations from mean 110-80. Test whigtbeamples are drawn

from normal populations with equal variances.
Solution : We wish to test the hypothesis
H,:oc?=oc2against H: c’# o7

Here n =18, n = 12
- 2 2
2 04—X%X) =964¢ andZ(xz_)‘(Z) =1108C

2_96-48_568 and , 110 48
3L 17 >2 11

= 10.07

since §° > s? hence

=177

Sincea = 0-05, -1 = 17 and p-1 = 11, thus tabulated value of F with 11 and
17 d.f. ata = 0-05 is 2-68 which is greater than F calculated (1-77)whascept
H,That is population variances are same.

Example 3.The following figures relate to the number of limits guoed per
shift by two workers A and B for a humber of days :

A: 19 22 24 27 24 18 20 19 and 25
B: 26 37 40 35 30 30 40 26 30 35 and 45

Can it be inferred that A is more stable worker congh&oeB? Answer using
F-test at 5% level of significance.

Solution. As we know that a series having lesser variance agettleas more
stable. Thus, for drawing the needed inference, we testghality of the variance
of the populations from whcih samples are observed. &gt and 052 the
population variances of the number of units produced by workeasnid B
respectively.

Thus, we wish to test & ,2 = &2 against H: o2 > 0,2

To test H, the test statistic is
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S

8%
F :SA2 (As Sz > S,2)

Table Showing Calculations

Units producefl ¥-x)= Units produceld y-y)= (y—34y
by A x=22) | &=22) by B §~-34)
&) )
19 -3 26 -8 64
22 37 +3 9
24 40 6 36
27 25 35 1
24 2 4 30 —4 16
18 —4 16 30 —4 16
20 -2 4 40 6 36
19 -3 9 26 -8 64
25 +3 30 4 16
35 1 1
45 11 121
Ix=198 [T(x-x)=0| Z(x=x)?=80 Iy=374 |=(y-y)=0 |=(y-y)?=380
x =X 198
9
Se2= i{z@—xf=§?r40
S = Zl_lz(y— )2_%_01= 38



Putting the values in (i),

F :§3 =3.8
10
Also the critical value of F at 5% level of significanand forv,=10 andv,=8
degrees of freedom in (0.05)=3.35 [Table 3]. Since calculated value of F is
greater than f (0.05), so H is rejected at 5% level and, in the light of data

information, Oth > OtAz, i.e., A is more stable worker.

13.4 ANALYSIS OF VARIANCE

The student t-test is used for testing the hypashetequality of two
normal population means when sample size is srhalvever, in testing of
equality of more than two means, t-test can not $&du In such situations
we use analysis of variance. The analaysis of variadegelopd by R.A.
Fisher, is one of the most powerful tools of statesl analysis. The analysis
of variance is a method of splitting the total variatiotoidifferent components
that measure different sources of variation.

Classification of Observations : The follwoing criteria of classification of
observations are used in the analysis of variance :

One-way classification :In one-way classification, the observations aresélad
according to only one criterian. There are two typewasfations in the data
namely, the variation between samples and within samipldse variation within
the samples and between the sample do not differ fromathers, the samples are
said to be belong to the same population. On the othnet thee larger variation
between the samples as compared to variation withisaimples indicates that the
samples come from divergent populations.

Two-way classification :In a two way classification where the observatons are
classified according to two factors and the number oémiasions in each cell is
one, we partition the total variaton in the data ititeee components namely the
variation due to factor first and second and error andtdstrihe signifance of each
factor with the variance due to error.
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Assumptions in Analysis of Variance

The ratio of variation between samples obtained duhagnalysis of variance
follows F-distribution. For the validity of the F-teist analysis of

variance, the following assumptions are made :
() The observations should be independent.
(i) The parent population from which observationstaken should be notmal.

(i) The variances for all the populations from which géews are taken should
be equal.

(iv) Various treatment and environmental effects shbel@dditive in nature.

In the following sections we will discuss the analysid aamputation of this
technique for one-way and two-way classification.

Analysis and Computation

New we shall present the analysis of variance sepefatahpth one-way and
two-way classifications.

(D One-way classification :Suppose there are k normal populations with means
My Moy oenne .4, and common variancg . Further, let k - random samples, one from
each population, are drawn from these populations. Lgt=n1, 2, .... k) be the
size of sample from ith population. Using sample inforamtve wish to test

Hytw, =, == ... =p, ie.

H, : There is no significance difference between the ptipnlaneans.
Against

H, : Atleast two means are not equal

Let X, i=1,2 ..k j=1,2, ... nbe the jth observation of ith sample,

then one-way classified data can be arranged as:

Sample Observations Sample  Sample
No Totals Means
1 X, o X, - XN, T, X
2 Xy, X, - XN, T, X,

218



k X X XN T X

k1l k2 K" 'k k

Over all total or mean T X
To test the above cited hypothesis, the following heerhain steps :
Step-l Complete the above table
Step-Il  Determine the correction factor (C.F.), as

T2 _ Squareof grand total
N Totalna of observations

CF=

Step-lll  Find the total sum of squares (T.S.S.) as

2
TS =43 XjCF

= Sum of squares of all the observations — CF

Step-IV  Find the sum of squares due to factor which is added between sum
of squares (B S S) as

T2
BSS=2—— — C.F.
I
= Sum of squares of totals after dividing it by no. of ole®ons
in that sample — CF

Step-V  Find within sample sum of square which is also knowor sum of
squares (ESS) as

ESS = TSS - BSS

Step-VI Determine the degree of freedom for different components as
Degree of Freedom (d.f.) for TSS = N-1
Degree of Freedom for BSS = k-1
Degree of Freedom for ESS = N-k
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Step-VII Obtain the variance within samples and varid@tereen samples
by dividing the sum of squares of each by its corresponding
degree of freedom, which is also called mean sum of squares
(MSS).

Step-Vili Compute F-Value as

_ Variance betweensamples
Variance withinsamples

Step-IX Compare the value of F obtained in step Vllhwite tabulated
value of F under given d.f.'s at the desired level of feignce
(These values are given in Table - 3). If calculatalde of F is
greater than the tabulated value, we rejecbtherwise accept H
It is customary to summarise the various steps adatamthe form of a table called
analysis of variance (ANOVA) table
ANOVA TABLE

F

Source of Sumn of d-f Mean sum Calculal|ed Table
Variation squares (SS of square value pf  value of
MSS F F
BSS Vv
Between samplgs ~ BSS k=1 1 V,, say V; N (¢

Within samples

or error ESS
ESS N—k m: V2’ say

Total TSS N-1

Example 4. Following are the yields obtained in qtls of three etdas of wheat A,
B and C sown in 14 plots :

Variety of Wheat Yields in different plots
A 12 13 14 13
B 10 9 10 9 9
C 13 14 13 12 14

Is there any significance difference in the productiérihoee varieties of
wheat.
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Solution : First of all we formulate the null and alternative hypsis as
H, : There is no significance difference in the productibthree varieties i.e.
Ho tuy =ty = pe
Against
H, : Atleast two of u, 1. and p_ differ significantly.
We shall analyse the above data using analysis cdnaaitechnique.

Variety Yields in Plots Total Mean
A 12 13 14 13 — 52 13
B 10 9 10 9 9 47 9:4
C 13 14 13 12 14 66 13.2
Total 35 36 37 34 23 165
CF =1944.64

Total sum of square (TSS) = X 2 X? — CF
= 12+41F + 14 + 13+ 10F + P+ 10+ P+ F + 13
+ 1# + 13 + 12 + 14 — 1944-64
= 1995 — 1944-64
= 50-36
Sum of squares due to variety or between sum of squar&3 (SS
T2
SSB = Zn—II—CF
[

522 (472 (66)2
(52, 4%, (69
= 1989 — 1944-64 = 44.36
Sum of squares due to error (SSE)
= TSS — SSB
=50-36 — 44-36

= 1944-64
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=6-00
Here k =3, N =14

Now we summarise the above calculations in the fornol@wwing ANOVA

Table
ANOVA Table
Source of Sum of d. MSS F F
Variation Squareq Calculateg Tabulated
) K )| 44. 36_ 0
Between Variety 44.3p 2 5 = 22-18 F .(5%)
2218 62 426
0-54€~ 7 '
) L 6-00
Within Varieties 6-04 11 T =0-546
Total 50.36 |13

Since tabulated value of F at 5% level of significarmce(2, 11) d.f. is 4-26 which

is less than the calculated value of F, hence we réject. Thus the varieties
differ significantly

Note : The analysis of variance technique is independenteoshift of origin. If
the individual observations are large values we can sildarg constant quantity
from each individual value and then perform ANOVA. Theuwlated value of F
will remain the same and the computational work will bduoced.

Example 5.The following data shows the lives in hours of four bascbf electric

tubes :

Batches

Lives in hours

O 0O W >r

1700 1710 1750 1780
1680 1740 1740 1800
1560 1650 1700 1720
1610 1620 1630 1670

1800 1820 1900
1850

1740 1760 1840 1920
1700 1780
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Perform the analysis of variance and show that fotohlea are homogeneous.

Solution : First of all we formulate the Has

H, : Four batches are Homogenous

Since the values are large, so we shift the originuygracting 1740 from
each observations. Thus the above data reduced to

Batches Lives in hours Total
Ti
A -40 -30 10 40 60 80 160 — 280
B —-60 0 0 60 110 — — — 110
C -180 -90 -40 -20 0 20 100 180 - 30
D -130 -120 -110 -70 -40 40 — — =510
Total — 150

Total sum of squares (TSS)
=22 Xzi]. - C.F

= (-40¥ + (-30% + (10¥ + .... + (-40) + (40Y — 865-385

= 195900 — 865-385 = 195034.615
Between (Batches) Sum of Square (BSS)

2
:ZT_l
n,

- CF

2 2 2 2
_(280° (110° (-30° (510

= — 865-385
7 5 8
= 57082-5 — 865-385
=56217-115

Sum of square due error (SSE)
= TSS - BSS
= 195034-615 — 56217-115
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=138817-50
Here k = 4, N = 26
Now we summarise the above celculations in the formNOXA Table as

AVONA Table

Source of Sum of d.f MSS F-value F-value
Variation Squares Calculated Tabulated
Between Batchgs 56217-115 3 18739-p4 5, 20%)

18739 04

630¢- 89
Error 158817-5q 22 6309- 89 = 2-97 =3:05
Total 195034-61% 25 — — —

Since the calculated value of F (2-97) is less thanath@dated value of F (3-05)
at 5 percent level of significance with 3 and 22 d.f., scae@ept our H Hence
we may conclude that four batches are homogenedus.

Two-way Classification : As discussed earlier in two-way classification the $et o
observations are classified according to two factdmasBuch a classification can be
presented in the form of a rectangular array in whietsreepresent one factor of
classification and columns represent a second factoassification. In general let
there be r rows and c-columns. Lq]tdenotes the value of titda row andth column
(i=1, 2,...rang=1, 2, 3, ... c).

Thus, a general two-way classification model can be septed as :
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Columns Total
Rows 1 2 - ] - c
X, X, C X”. C X, T,

2 X, X, C . C X, T,

i X X . X X T

] j2 ij ic i

r X, X, C X”. C Yo T

Total T, T, C T, C T, T

Now with the above sample information, two-way analytigapiance involves the

following steps :

Step-l Formulate the two null hypothesis as

(@ H,: Row means are equal [i.g, = u, = ... =u_|.
H, : Atleast two row means are not equal.

(b) H,: Column means are equal, [i@,= u,= .... =p_]
H. : Atleast two column means are not equal

1

Step-Il  Compute the Correction Factor (C.F.)

T2 (Grand Tota)2

C.F = =
rc (No.of rowg(Na of columny

Step-lll  Compute total sum of squares (TSS) as
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TSS=2> Xij2 - C.F
= Sum of squares of observations — C.F.
Step-IV  Determine Row sum of squares (RSS) as
T2

RSS= |- C.F.
c

= Sum of squares of rows total divided by no. of columnsk C
Step-V Determine column sum of squares (CSS) as

T-2

CSS=2 T C.F.

= Sum of squares of columns total divided by no. of rowsk C
Step-VI Compute Error Sum of Squares (ESS) as
ESS = TSS - RSS - CSS.

Step-VIl Determine the degree of freedom (d.f.) associated witlbbusisum of
squares by using the following :

(@) degree of freedom for TSS = rc-1

(b) degree of freedom for RSS = r-1
(c) degree of freedom for CSS = c-1
(d) degree of freedom for ESS = (r-1) (c-1)

Step-VIII Compute mean sum of squares (MSS) on dividing the sum ofesgloyar
respective degree of freedoms.

Source of Sum of d.f. Mean sum Calculated  Tabulated

variation squares of squares value of F  value of F
RSS. 1

Row RSS r-1 1 Vv, F=v F. 1) (C_l)(a)

3

226



css. V2
a —V2 F2 - V3 Fc—l, (r-1) (C—l)(a)

Column CSSs c-1

Error ESS  (r-1)(c-1) =Yy

Total TSS rc-1
After forming the ANOVA table as above the decisiongarding H and H' are
taken as

(@ IfF <F_, 1) (C_l)(a) , Accept H, otherwise reject H

(b) IfF, <F . o yey(@ ; Accept H, otherwise reject L’

Finally after accepting or rejecting, idr H, as the case may be, the conclusion
is made accordingly.

Example 6.A company appoints four Marketing Trainees T,, T, and T, and
observes their sales in three regions — North, WesSawith. The figures of sales
(in lacs) are given below.

Trainees
Region T T, T, T,
North 23 26 26 24
West 27 26 27 26
South 23 24 25 25

Carry out the analysis of variance. What conclusdms/ou draw from the
analysis?

Solution : First of all we formulate the following hypothesis :
() H,: There is no significance difference between thessal four Trainees
H, . Sales of atleast two trainees are not equal.
(i) H, ' : There is no significance difference between thessal three region.
H,' : Sales of atleast two regions are not equal

To test these hypothesis, we complete the followinggtabtl obtain different
sum of squares.
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Trainees
Region T, T, T, T, Total
North 23 26 26 24 99
West 27 26 27 26 106
South 23 24 25 25 97
Total 73 76 78 75 302

Corrector Factor (C.F.)

_ (Grand Totali2 _ (320)2
Fxc 12

= 7600.33

Total Sum of Squares (T.S.S)
T.S.S. =22 Xij2 - C.F

= (23% + (26¥ + (26% + (24 + (27} + (26} + (27} +
(26% + (23Y + (247 + (25% + (25¥f — 7600-33
= 7622 -7600-33
=21-67
Row Sum of Squares or Sum of Squares due to Regions (R.S.S)
R.S.S.= (99)2 + (106)2 + (97)2 - C.k
4 4 4
= 7611-5 - 7600-33
=11-17
Column Sum of Squares or sum of squares due to TrainersSjC.S
C.S.S.= (732 + (76)2 + (78)2 + (75)2 - C.k
3 3 3 3
= 7604-67 — 7600- 33
=4.37
Error Sum of Squares (ESS)
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ESS = TSS - RSS - CSS
=21-67-11-17 — 4-37
=6-13
The following are the degree of freedoms, for differesnt® of squares :
Degree of freedom for TSS = 12-1 = 11
Degree of freedom for RSS = 3-1 =2
Degree of freedom for CSS = 4-1 = 3
Degree of freedom for ESS = 11-3-2— =6
Now we summarise the above calculations in the followinNDOXA Table:
ANOVA TABLE

Source of Sum of df. M.S.S. F-value F-value
variation squares calculated Tabulated
5-59
Rows 11-17 2 559 - -=548 F (5%)=514
Regions)
1-46
Columns 4-37 3 1-46 n:1-43 E (5%)=4-76
(Trainees) -0 '
Error 6-13 6 1.02
Total 21-67 11 —

The calculated value of F (5-48) is greater than thedtdall/alue of F (5- 14) with

2 and 6 d.f. at 5 percent level of significance, henceeyeetrH and conclude that
regions have significant effect on sales. Furthercedeulate value of F (1-43) is
less than the tabulated value of F (4-76) with 3 and 6 d3. rcent level of
significance, thus we accep}'tand conclude that there is no significance difference
in trainees as far as their sales are concerned.

13.7 ASSIGNMENTS

1. A test was given to five students taken at random fitwemeighth class of
three schools in a town. The individual scores are :

229



School Scores

I 8 7 9 6 8
I 7 5 4 6 5
0l 6 5 4 6 4

Carry out the analysis of variance and state yourlgsions.

2. The following figure related to the production (in kg) ofeth varieties of
wheat used in 15 plots :

Variety of Yield (in kg)

Wheat
A 19 22 21 21 3
B 20 16 18 20 18 19
C 23 21 23 24 20

Test whether there is any significance differencehen ggiroduction of three
varieties of wheat.

3. The following data represent the number of units @dlyction per day produced
by 5 different workers using four different machines.

Workers Machines
M, M, M, M,
W, 54 48 57 46
W, 56 50 62 53
W, 44 46 54 42
w, 53 48 56 43
W 48 52 59 49

al

Test whether the
(@ mean productivity is the same for different machines

(b) the workers differ with respect to mean productivity.
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4. Using the data of (2) and (3), carry out the analysismofnce after shifting
the origin and state your conclusions.

13.5 Summary

In this lesson you learned the uses and aplication de$t; which is used to
compare the ratio of variance of two populations. F-iesatso used to test
the difference between several populations through (ANOVAlSis of
variance. ANOVA overcome the limitation of T-test wherdy two population
are studied. In ANOVA multiple population can be considered.

13.6 GLOSSARY
- F-test is also known as F Ratio test.

- Fisher is the founder of F-test.
- F- test is used to find the ratio between the vaeiesfctwo proportions.

- ANOVA is a multiple Variable test to compare the mudtipariable with the help
of F- test.

13.8 LESSON END EXERCISE

1. F- test compares the of two populations.
2. ANOVA is a multi test.

3. F-test is also called

13.9 Suggested Reading
1. Gupta, S.P. (2001) : Statistical Methods. Sultan CReadns, New Delhi.

2. Srivastava, U K., G\V. Shenoy and S.C., Sharma (1983) : tai&ae
Techniques for Managerial Decisions Making. Wiley Eastienited.

3. Levin, R. (1984. Statistics for Managements. PrentideHita, New York.
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Course No. : SOC-C-302 INTRODUCTION TO Lesson No.
14

Unit - IV COMPUTER OPERATING SYSTEM Semester-ll|

STRUCTURE

14.1 Introduction

14.2 Objectives

14.3 Computer Operating System

14.4 Summary

14.5 Glossary

14.6 Assignments

14.6 Lesson End Exercise

14.6 Suggested Readings

14.1 INTRODUCTION
With the introduction of computer in statistics reshdyecame so easy whether we
talk about data collection, writing reports, analysisany thing else. There are
general application software like Ms- word , Ms Excel &c.general purpose of
writing and analysis. And there are some statistaahsires also like SPSS, AMOS,
PASW etc. In current lesson we will discuss about ojpgraystem used in computer
which is also called system software without operatingesys computer cannot
work at all.

14.2 OBJECTIVES
After sucessful completion of this lesson , you shallable to know:-

- What is operating System
- Purpose of operating System
- Input and output devices.

- Window fundamentals
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14.3 COMPUTER OPERATING SYSTEM
E\What is an Operating System?

An operating system (OS) is a collection of system wgrthat together
control the operation of a computer system.

m\What does an operating system do?

An operating system controls the way in which the conmpapstem functions. In
order to do this, the operating system includes prograats th

 initialize the hardware of the computer system

» provide basic routines for device control

» provide for the management, scheduling and interactidasis
* maintain system integrity and handle errors

Em\Where are operating systems found?

There are many types of operating systems, the comptExivhich varies
depending upon what type of functions are provided, and whalyshem is being
used for. Some systems are responsible for managing usany on a network.
Other operating systems do not manage user programs &hedle are typically
found in hardware devices like petrol pumps, airplanes, videorders, washing
machines and car engines.

E\What is a general-purpose operating system?

Windows NT Workstation is known as a general-purpose operstsigm. This is
because it provides the ability to run a number of differ

programs, such as games, word processing, business appdicatidnprogram
development tools.

BA simple operating system for a security control system

An operating system for a security control system (a&la home alarm
system) would consist of a number of programs. One oé thiesgrams would gain
control of the computer system when it is powered on,ir@tidlize the system.

The first task of this initialize program would be toate@nd probably test)
the hardware sensors and alarms. Once the hardwarbzatittem was complete,
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the operating system would enter a continual monitoringirre of all the input
sensors. If the state of any input sensor changed, uldwaranch to an alarm
generation routine.

E\What are Input and Output devices?

Input and output devices are components that form parteofdmputer system.
These devices are controlled by the operating system.

Input devices provide input signals such as commands topieating system.
These commands received from input devices instneabperating system to perform
some task or control its behavior. Typical input deviaes a keyboard, mouse,
temperature sensor, air-flow valve or door switch.

In the previous example of our simple security contretesy, the input devices
could be door switches, alarm keypad panel and smoke detetsr

Output devices are instruments that receive commandsfaymation from the
operating system. Typical output devices are monitor ssrg&inters, speakers,
alarm bells, fans, pumps, control valves, light bulbd sinens.

E\What is a single-user operating system?

Operating systems such as Windows 95, Windows NT WorkstatmMamlows
2000 professional are essentially single user operatingnsysilhey provide you
the capability to perform tasks on the computer systgh as writing programs
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and documents, printing and accessing files.

Consider a typical home computer. There is a single kagband mouse that
accept input commands, and a single monitor to displagnmafioon output. There
may also be a printer for the printing of documents amhes.

In essence, a single-user operating system providessaoctdtse computer system
by a single user at a time. If another user needsstocdhe computer system, they
must wait till the current user finishes what they ar@gl@nd leaves.

Students in computer labs at colleges or University aigerience this. You might
also have experienced this at home, where you want taheseomputer but
someone else is currently using it. You have to waitliem to finish before you
can use the computer system.

E\What is a multi-user operating system?

A multi-user operating system lets more than one usErsadhe computer system
at one time. Access to the computer system is normadlvided via a network, so
that users access the computer remotely using a teromiceher computer.

In the early days of large multi-user computers, ipldtterminals (keyboards
and associated monitors) were provided. These ternsealstheir commands
to the main multi-user computer for processing, andakelts were then displayed
on the associated terminal monitor screen. Terminals Wwaré-wired directly
to the multi-user computer system.

Today, these terminal are generally personal compuatedsuse a network to
send and receive information to the multi-user compuwstesn. Example of
multi-user operating systems are UNIX, Linux (a UNIKre) and mainframes
such as the IBM AS400.

Mainframe
L
= Network
T = T =
| = =
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The operating system for a large multi-user computer rsygtieh many terminals
is much more complex than a single-user operating sy#temst manage and run
all user requests, ensuring they do not interfere with e#iter. Devices that are
serial in nature (devices which can only be used byusee at a time, like printers
and disks) must be shared amongst all those requestingdsbehat all the output
documents are not jumbled up). If each user tried to sesmddbcument to the
printer at the same time, the end result would be garliagfead, documents are
sent to a queue, and each document is printed in itetgriiefore the next document
to be printed is retrieved from the queue.

B Operating system utilities

The operating system consists of hundreds of thousarohe®fof program code
and stored on hard disk. Portions of the operating systeroaded into computer
system memory (RAM) when needed. Utilities are provided fo

* Managing Files and Documents

* Development of Programs and Software

» Communicating between people and with other computer systems

* Managing user requirements for programs, storage space anitypri

m\What is a multi-tasking operating system?

A multi-tasking operating system provides the abilityun more than one program
at once. For example, a user could be running a word pioggssckage, printing

a document, copying files to the floppy disk and backing ugtseldiles to a tape
unit. Each of these tasks the user is doing appearsnmbmg at the same time.

A multi-tasking, operating system has the advantage tiidethe user run more
than one task at once, so this leads to increased pnogudthe disadvantage is
that more programs that are run by the user, the memgony that is require®.
Basic Features of Graphical Interfaces

Graphical systems use windows to display information and dhoxs more than
one window to be displayed at any time. Each window is &dsdcwith a running
program. User input is derived from a keyboard and mouse.

EThe mouse

The mouse, invented in 1963 at the Stanford Researctutadty Douglas
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Engelbart, has done much to enhance the use of thenpecemputer. Engelbart’s
prototype, made of wood, with metal disks for rollers tetected the motion of
the mouse, was further developed by Xerox at it's Paln Résearch Center in the
early 1970’s under the direction of Jack S Hawley.

Most mice have two or more buttons, which users degoesslect items from

a menu or click on graphical objects on the computer
screen, thus sending commands to the computer.

gy
% 4 The mouse is held in the hand and moved
\ across a flat surface. As the mouse is moved, its

‘ movement is detected and translated into both X and
Y movements, which updates the indicated position
of the mouse pointer on the computer screen
accordingly

>

B The mouse cursor
The position of the mouse is shown on the screen esntbuse cursor and is
denoted by a number of symbols.
B Selecting items with the Mouse
i) Single Click
A single mouse click refers to moving the mouse pointer the desired item and
quickly pressing the left mouse button once.
i) Double Click
A double mouse click refers to moving the mouse pointer theedesired item and
quickly pressing the left mouse button twice in rapid suazessi
i) Drag
A drag or move operation is performed by moving the mgaseter over the
desired item and holding the left mouse button down. The ensuhen used to
move to drag the object or window to the new positiom the left mouse button
is released.
E\Window Fundamentals

In a graphical operating system, information is repitesem graphical
ways. Little symbols or pictures (called icons) are usedlisplay programs or
information. Information is displayed inside windows, lea¢ which has similar
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properties.

It is possible to have
more than one window
on the screen at one
time, and windows may
be cascaded(on top of
one another)r tiled (all
displayed at once and
all visible).

In this picture,
the windows have been
cascaded. This makes
each window appear on
top of each other, one
after the other.

ey By il A, - St e b [

The front most window is considered to be the active winde., window to
which the users commands will be sent.

&l

In windows 95 or Windows NT, the
titlebar of the window is shown in the
default color Blue.

In this picture, the images have béied.

This makes all windows visible at the

: same time, but resizes the dimensions of
each window so that they all fit on the
available screen space at once.

Tip : To cascade or tile all windows on the desktop area, mghise click on an
empty portion of the taskbar and select Cascade Windowseowindows from

the menu.

S Window Properties

Each window has the same properties and behaves theasgmeéhis provides a
consistent interface to the user, as all commandshareame for each window
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and the operations that the user performs on each windowlentical.

In the diagram below, we see the basic window as presbptédndows
95 or Windows NT. Each property is listed on the diagram, laldw is an
explanation for each of the window components.

Minimize Window
Maximize Window

Close Window
Control Menu Title Bar

&% Untitled - Notepad

Eile Edit Seach Help

[ 1 I =
Menu |~
Bar
Vertical
____Scrall
Bar
Window
T Borders
<
KB | ‘L
[ \
Horizontal Scroll Bar Window Display Area
The Title Bar

This normally displays the name of the program assalciai the window. If the
background color of the title bar is blue, the windoadsve and any user commands
will be processed by that window. You can also toggieden a maximized window
size and the windows normal size by double clickinghentitle bar area.

The Control Menu

Clicking on the Control Menu pops up a small Window oécelble options, which
include the operations of Restore, Move, Size, Maxinktiajmize and Close the
Window.
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The Horizontal and Vertical Scroll Bars

When the amount of information displayed in the window easehe viewing space
of the window, scroll bars are automatically to the sidd bottom of the window.
This allows the user to scroll the contents of the windovwerder to view the

remaining information. Arrows are used to indicate dinection of scrolling on the
scroll bar, and an indicator bar represents the velgtsition of the viewing area
compared to the total size of the information.

Clicking on the arrows associated with the scrollrbare the viewing window up
or down one line, or across or back one character positiancah also click on the
small indicator bar within the scroll bar and dragith the mouse to quickly scroll
the windows contents.

The Minimize Maximize Close Window Buttons

These buttons are located on the top right corner of wadow. Clicking on them
once performs the desired action associated withutien.

* The minimize button — reduces the window and places ihe taskbar at the
bottom of the window.

* The maximize buttold expands the window to fill the entire desktopestrarea.
* The close button x closes the window.

Tip : To minimize all windows on the desktop area, right mousk clican empty
portion of the taskbar and select Minimize all Windowesf the menu.

The Menu Bar

& Untitled - Notepad The menu bar presents a

Fil= | Edit Search Help number of options that the program

SCFE Undo Sl associated with the Window
e et rts.

?ﬁﬂr S -'“*'- Clicking on an option on the

Bc _Lrl+Y! .

desi T alite Crel menu bar will popup a submenu of

(uL> choices that you can select from.

LI Select All

Fedy TimesDate F& The Windows Borders

<Li .

the whord Wirap The windows borders show the
Set Font...

dimensions of the window. Any window
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can be resized, either made smaller or larger, by drqagh@ window border
appropriately.
* To make the window taller or shorter :

Move the mouse pointer to either the top or bottom wintborder, and
when it changes to a resize arrew then hold the left mouse button down
and drag the window border to its new position, then |easel the left
mouse button.

e To make the window narrow or wider :

Move the mouse pointer to either the left or right windmrder, and when
it changes to a resize arrpthen hold the left mouse button down and drag
the window border to its new position, then let redetde left mouse button.

Moving a Window

A window can be repositioned on the desktop screen dispayar moving the
mouse cursor into the title bar area, then holdingdtienouse button down and
dragging the window to the new position then releasing theneuse button.

Switching between Windows

When you have multiple windows displayed on the desktop scaeea, you can
switch between windows by clicking on the programs icon hen taskbar or
pressing ALT-TAB keys on the keyboard. When you press FAB; it will pop

up a window of the available programs. Hold the ALT key dowd, @essing the
tab key will move the selection to the next window ia tist. When the desired
window is highlighted, release the ALT key and that window béltome active.

Clicking on the applications icon on the taskbar caa dis switching to
another application. The following picture shows the Windtas&bar, located at
the bottom of the screen.

Wi | P E =7 ESE ! jtﬁ.‘*{'ﬁz 111zFH

This picture shows the ALT-TAB pop up window, which list #wailable programs
the user can switch to.
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EPrevious/Home Page/ Next

m\Window objects and components

This section discusses window options such as buttons dog daxes.
EText Boxes

Text boxes allow you to enter text information. Taeeriext, first click inside the
text area using the mouse, and the cursor will changeverteal flashing bar/
showing you that text can now be entered.

In this image, a text box allows the user to speciileao find on the computer.
The name of the text box entry field is called Named :

#\ Find: All Files
File - Edit “iew Options Help

Hame # Lacation | Date I Advanced

vt | 2| S|
Containing text: | How Search |
Look i = m = C%

I Include subfolders Browse., |

B® Radio Buttons

Radio buttons allow users to select one of a number iohggdtom a selection.
In the following image, a choice between Tiled and Gentas offered. A radio
button is enabled when there is a black dot in itgeceA radio button is enabled
when it is empty. To enable a radio button, simply aioke on it. To disable a radio
button that is enabled, simply click once on it. It wolks a toggle switch.
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pisplay O Tile QO Center

o

B M Check Boxes

Check boxes allow users to select one or more optionsdreatection. In
the following image, the options Show window contentsentibgging, Show icons
using all possible colors and Stretch desktop wallpapfirthe screen are all enabled.

A check box is enabled when it has a tick in it, wherheck box is empty,
that option is not selected. To enable a check boxyjysitiick once on it. To disable
a check box that is enabled, simply click once oiit ivorks like a toggle switch.

Vsl 1 gk
w._:i I Usa lsge icone

m F7 Shwowr wivwion cordunis whis dagorg

ﬁé& ™ Smooth edgss of scseen fonts

:' ’ i Qen 10D mapapa 10 W e 10w

%M%j W Srow gont wing o porsbie colon

EDialog Boxes

Dialog boxes allow you to make choices and enter data. Tdralie text
boxes with radio buttons and check boxes.

To close a dialog box, press the ESC key.
fe S0 e Dok Hob

Hnil.:r.i:nl[l.“ |p,p.-.-|:.1|

[_rmtiow |
| - |
Goriang . | Hese oo |
ke (=0 | 1

¥ ke ubkkisn pre |
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HmList Boxes List boxes present a number of
choices. You select one by double-

Hely Topcs: Sdehs Fagebishs 6% Hels

Tonteois e [Fna | clicking on the item you want. Often
1 Tt P L e v ol the list of choices is in a scrollable
: window box.

3 Clok Hhe i sptpy yid sasnd, ped then ook Dspdsy

- jrmrnr sl by Lk dhaleg b il
¥ pmation ek} ac ink. e rclesarin “Linka® dislog bt

e i iy hspees st beeshis
+|phr gnboll m Lnkoz chslog bos . .
I In this example, the Help dialog box of

Sk Fowrasi ] besel
Edycn Py el el DR

o ach kel e Windows lists a number of help topics
Frakielioiin that the user can double-click on the
o g FDF doourwerts reveal to help associated with that item.

Hoberit moblera rbh panbing
T
Sdwrat T el Foawraiing and Wit Paoaed ) _"J

(o ] | oo |

[ | Drop Down List Boxes

To minimize the

amount of screen space, liSt | Backaourd SereenSaver | sppearance | Effects | et | Settings |
boxes can sometimes be 5
arranged as a drop down list
box. This displays a single
item, but when the list box
is clicked on, the range of
items pops up in secondary
window. Skt : =
[T oo | o |
A drop down list box I Bessopdpece | herne | i [THe] e

is shown below. In this - Energy saving festures of moritor

. a : Ta adjust the pawer settihgs.fo_r our menitor,
example, it is part of the click Settings. |
Dialog box associated with _ Seltings.. |

the Display Properties. il | s |
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Display Properties EdE3

Backgrourid  Sereen Saver I;ﬁ;ppearan_cel Effec_tsl ‘aieh I Settings l

Notice the symbol at the end of

- Screen Saver - :
I[None] LI Splinas.. | Bresist I

_I ﬁai!.l 14_3: TS

the box. Clicking on this symbol

reveals the list of options

0 Temt poter zettings for your monitor,
Channel Screen Saver

Flying ‘windows - i
" Gettings... |
ok || Genesl | sl |

ETab Controls

Tab controls allow a number of different dialog boxesoaemted with a
device to be presented as a single combined controingt@nce, if we looked at
the screen display in Windows, there are so many thivgscan be changed, like
screen saver, wall-paper, size and resolution, video disipleer and so on.

Putting all of these on a single dialog box is cumbersanaethere is just
not enough screen real estate. So, a number of dialas lame used, but they are
combined using the tab control. It looks like multipletats, and each tab has a
heading. Clicking on the tab item reveals the dialog d&sociated with that tab.

In this example, the tab

control for the Windows
desktop  properties IS Backgewd SeieenSaver | Appemance | Effects| Wb | Setings |
displayed. Note there are
FOUR distinct dialog boxes;
the current choice is Screen
Saver.
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B Toolbars

Toolbars appear on a number of windows and application pregram
example is the My Computer window.
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The toolbar is displayed underneath the Menu Bar Optiortheofwindow. An
expanded view looks like.

| B My Computer R, | EJ Y:]I"]‘xla}-l@‘ _‘iJ x'l 23”

The toolbar consists of a number of icons (littletynies), each representing a
command. As the mouse cursor is moved along each ictaxt @escription will
pop up revealing the available control that is underndgeghmouse cursor.

IQMyCOmpute! Z| EI 2&!" IE,Q}I@] ﬁ x!@l g‘il

=) 3% Floppy (A:)
a M)

Toolbars provide shortcuts to regularly used operationscliteand paste, close,
and Help.

1. What is Windows XP?
Windows XP is the latest version of Microsoft's graphicser interface. It
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has several advantages, for the user, over previousngid Microsoft Windows,
these include;

*  Windows XP keeps your frequently used programmes within thienséau
making it quick and easy to access programmes for a seicoad t

* All software installed on the computer is now listed algtically within
the All Programs menu, making it far easier to lothtepiece of software
you require.

*  Windows XP is faster that previous versions of Windolwes means that, as
well as the software you are using starting faster, gouswitch between
software applications much more quickly.

 Windows XP is more stable than previous versions iotldws making it
less likely that the computer will crash completely.

2.Login Procedure

. Ignore any messages until the screen asking you tesSR3#l. Alt+
Delete to logon” is displayed.

. Press and hold the Control (CTRL) and ALT keys and fhess
Delete.

. The following dialog box will appear

247



*Type in your User I.D and then use the mouse to cliclomnlelow and type in
your Password.

. Click on the OK button
3. Using Software in Windows XP

Click on T ~ and a pop up menu will appear.
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*SelectAll Programs, by moving you mouse over it, this will open a sub menu
containing the software installed onto the PC you amggus
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4.Useful Menu Items
These features also appear when you click on the WmddEtart button
My Recent Documents : This shows the latest documents you have used.

My Computer : Gives access to the Hard Disks and other
peripherals connected to your computer.

Help and Support : If you are not sure how to do something, the
‘Help and Support’ menu can be very useful.
You can select a Help topic i.e., Windows
Basics, Ask for Assistance or select the task
you're trying to complete.

Search : Allows you to search for files/folders
5.My Computer

My Computer allows you to explore and maintain your computer by vigwin
programs, files and folders. It helps you organise filed folders so that they are
easier to work with.

You can operMy Computer by

Double clicking on thévly Computer icon on the Desktop Clicking on the
Start button then click on My Computer from the right pane.

Local drives

:Floppy _
‘Hard disk for XP Programm!

i
|

Devices with Removable Storage

A
C
D :Hard disk for saving files
E :Zip drive

R

CD ROM/ DVI
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Double clicking on the drive folder will open that driveoaling the user to see
a list of the files and folders saved.

You can change the way the files/folders are displayaterview menu
Click on View from the Menu Bar and choose either.

Thumbnails (display images) Tiles (large icons)

[

- ety SR AE :—-'!}

Icons List
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Details (a list containing file information inc. size)

2 oo Total S Froe Space  Comments
Hard Disk Drives

X P ) i D 16.4 @

Devices with Removable Storage

Other

|
|
|
J

Once you have selected the view type you can then arthagéems

Click on View from the Menu Bar and chooAerange Icons

Name —sorts items alphabetically by name

Type — sorts items by type

Total Size—sorts items by size from smallest to largest

Modified— sorts items by date from oldest to most recent.
6. Creating a new folder

. Double click on the drive or folder in which you want teate a new
folder.

. Click on File the Menu Bar and point to New, then clickFolder.
. Type a name for youNew Folder and press the Enter key.
7. Rename a file or folder
. Click on the file or folder you want to rename.
. Click on File from the Menu Bar and then click Rename.

. Type in the new name and press the Enter key
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8.Moving a file or folder
There are several methods available for moving fiteflders.
Using Drag and Drop

+Click on the file or folder you wish to move with tledt Imouse button and continue
holding the mouse button down.

. Drag the icon to the new location (this may be dtsrdolder or drive)
. Release the mouse button.
Using Drop down menu commands
. Click on the file(s) or folder(s) you want to move
. Choose Edit from the Menu Bar and click on Cut.
. Open the drive and/or folder where you want to move tae fil
. Click on Edit and then click on Paste.
9.Copying a file or folder
Using Drag and Drop

. Click on the file or folder you wish to move witthe right
mouse button and continue holding the mouse buttown

. Drag the file/folder to the new
. Release the mouse button
. Select copy here form the menu that appears
Using Drop down menu commands
. Click on the file(s) or folder(s) you want to move
. Choose Edit from the Menu Bar and click on Copy
. Open the drive and/or folder where you want to move tae fil
. Click on Edit and then click on Paste.
10.Selecting multiple files or folders
To select ALL riles/folders in a location
Click on Edit from the Menu Bar and then click on Selll
To select random riles/folders within a location

Hold down the Control (CTRL) key and then click on eaemityou want
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to select
To select a group of files within a location
*Select the first file/folder in the group
*Press and Hold the Shift key
*Select the last file/folder in the group
11.Deleting a file or folder

Select the file or folder you would like to delete with te# mouse button and
either;

Click on File from the Menu Bar, and then click on Delet
OR

Press the Delete key on the keyboard

12.Recycle Bin

&

Hart an
Fratected..

The Recycle Bin can be seen on the desktop and is asdre deleted files or
folders. Once a file has been moved to the recyclet lman either be;

Removed permanently to create space on your Hard Disc
Or

Retrieved if you didn’t mean to delete the file.

To empty the Recycle Bin

*Click on the Recycle Bin with the right mouse button.
*Select Empty Recycle Bin from the pop up menu

*Click Yes when asked “Are You Sure’

To recover a file from the Recycle Bin

*Double click on the Recycle Bin to view any files cutheg stored there.
*Right click on the File/Folder you want to recover

*Select Restore.

13.Search

The Search feature allows you to search your computefiles/Folders.
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To run this program
. Click on the Start button
. select Search on the main menu.
The Window is divided into 2 main sections
The Left hand section ask&hat Do You Want to Search For
Making a selection based on the type of file you arechew for

Pictures, Music or Video

O e Allows the user to run a search based on the type of
- s a5 file and/or the name of the file (whether part or the
‘ whole of the file name)
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e = | Documents

. i . Allows you to search based on the last time that you
; accessed the file and/or the file name (whether pattieor
whole file name)

When you have entered the details you want to use tohsfea the file/folders you
require, click on thesearch button.

The search may take some time as the computer seaitlctieges to locate
your file. Once the search has finished a list o$ fiehich match your search will
appear. To open one of the displayed files simply dould& oln its file name.

14. Printing
To ensure your work is printed you must
+Click on Start
*Select Middlesex Network Software
*Click on Select Printer and choose the printer you requi
To print your work from a software application i.e. Microsoft Word.

SelectPrint from the File menu within the application you are working.
This will cause thePrint options dialog box to appear.
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This box allows you to set;
. The name of the printer the work will be sent to (makee this
matches the printer you selected earlier)

. The pages of your document that will be printed

. The number of copies required

14.4 SUMMARY

So in this lesson you learned that computer is a dewteh works with the help
of various hardware devices commonly known as input and outputedevi
Alongwith hardware, computer requires an operating systemwvath is actually

a system software. The commonly used system softwavmdows. The operating
system makes a link among all the hardware devices tongaamingful results.
Through operating system, various personalised settinglsecarade to computer.

14.5 GLOSSARY
- operating System is a system software for Computer.

- Windows is commonly used operating system.

- Various input and output devices are required to make a comgritall there
devices are known as hardware.
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14.6 ASSIGNMENTS
1. Which is an operating system ?

2. Which is a window What are its various components.

3. Differentitate between system Software and applicatadtware with Suitable
example?

14.7 ASSIGNMENTS

1. DOS refers

2. Windows XP is a System Software ( True/ Falsa)
3-Windows XP is an operating System ( True/ Falsa)
4-RAM is required to run the programes ( True/ Falsa)
14.8 SUGGESTED READINGS

Anita Goel : Computer Fundamentals
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Course No. : SOC-C-302 Lesson No. 15
Unit - IV WORD PROCESSING Semester-lll

STRUCTURE

15.1 Introduction

15.2 Objectives

15.3 All about MS word
15.4 Summary

15.5 Glossary

15.6 Assignments

15.7 Lesson End Exercise

15.8 Suggested Readings

15.1INTRODUCTION

In last lesson, we discussed about operating system vghiclcessary to run a
computer . But merely running a computer do not serve armpoper It demands
various application softwares for required purpose. M.S -dWerone of the

application softwares which is used to type a text docuarhperform some non
techanical operations over it. Such as formattinglorocw , tabulating etc. In

present lesson we are going to learn how to perfprm doffengerations in Ms

Word.

15.2 OBJECTIVES

After completing this lesson you shall be able to know:-

- How to create a Ms-Word
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- How to open or close a Ms-Word file.
- Printing a Ms-Word file.

- Performing other operations in Ms-Word

15.3 ALL ABOUT MS- WORD

In word processing, what you type on the keyboard is displagdtie screen. As
well as a keyboard you also have a mouse. This is usshilimg it across a flat
surface, which makes a small pointer move across tkerscThe pointer changes
shape as it moves. In a text area (a part of thesanewhich you can type) it will
be an I-shaped line. If you press (click) the left mdusi¢on, a flashing cursor will
move to the position you have chosen. The cursor shdwese your text will
appear when you start typing.

If you move the cursor out of the white text area ¢dmes a small arrow.
By positioning this arrow over certain areas of theesty®u can activate commands
by clicking the left mouse button. These commands allowtg edit, format, save
and print your text.

Starting Word
Click on Ms Word icon avaliable in start window programrigts

If you can’t see the Word XP icon, click on thicrosoft Office Suite folder. To
start Word double click on the Word 2000 icon. You may be ptedhfor user
information: click Cancel to clear this. Finallyetlidelp system may be active (the
small window with an animated paperclip): click the closg bo this to shut it
down.

« Start Word and clear any welcome message, user re@messtéelp windows.
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The Main Document Screen
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To close the New Document box at the right of the s¢releik on X. To re-open
select File, New.

At the top of the screen is the Title Bar, whichstgibu the name of the program
you are using and the name of the document currently opeheoscreen. This
document is called Document 1 as it hasn’'t yet been giveame.

On the right hand side of the Title Bar are three bgtt@he left hand button (the
horizontal line) is the minimise button. Clicking dmst button will cause Word to
be minimised to an icon on the desk top.

The button in the middle can take two different forms ddpegnon the size of the
Word window. A single large square is the Maximise buttath @auses the Word
window to fill the full screen. Once the Window is maxiedsthe button changes
to two smaller overlapping squares. This is the restatt®i and clicking it causes
the window to return to its previous size.

The right-hand button is the close button: clicking thi exit from Word.

Note : these buttons control the Word program; the secendf$utton underneath
apply only to the current document.
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Menus

Below the Title Bar is the Menu Bar.

| File Edit Miew Insett Format Tools Table MathType MWindow Help

This holds all the pull-down menus for Word. To seerti@aus, click with the left
mouse button on the menu required. When a pull-down raetisplayed it will have
several options which can be selected by clicking om thith the left mouse button.
Some of these options have symbols to the left or agbihem:

....this option will display a dialog box.
Hthis option has a further sub-menu.
\this option is currently active (clicking it againlviurn it off).

Ctr+S A key combination to the right of a menu optiodicates a keyboard
shortcut to perform the same operation.

this option will display a menu which has more opsidelow.

To pull open a menu using the keyboard : hold down tli k&y and press the
underlined letter of the menu option, e.g. pressing Altwill pull down the Edit
menu.

These menus have become standard for Windows produdféindbbws applications
(spreadsheets, databases, word processors, etc) wsilsimailar menus.

To select an option from a menu, point to the option ank. cfo close a menu
without choosing a command click on a bank area adaheen. Any options displayed
in light grey are currently unavailable, but may becawvelable at a later time. For
example, you will not be able to use Copy from the Edibumenless you have
already selected the text you want to copy.

Toolbars

Immediately below the menu bar are one or more rowmalbars. The
commands you need to perform most of the basic operatioilerd can be found
in these toolbars. By clicking on a toolbar button you aetivate many different
commands e.g. save, print. Some options on the toolgairs the form of pull-down
lists (at the end of the toolbar is an icon % ; click here to see more toolbar buttons).

Uﬁndaa B ‘,ﬂ T —@E:n-:hmnwu-—:a- s EE CTCSiESEE
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The standard and formatting toolbar looks like this :

» Move the mouse pointer over each of the butboribie toolbar (but don't click on them).

A short description (called a Tool Tip) pops up to teli ywhat each button will do.
All the commands found on the toolbars can also be fautlklei menus above.

A toolbar button which looks “pushed in” means that optionuisently active :
clicking it again will turn it off.
(2] If you need any information about what a particular roamd will do, or want to

know more about performing certain tasks, then Wordalggsod on-line help system.
To access this either select a command from the Hefp,or click on the Office
Assistant icon.

The Ruler
Below the toolbars is the ruler.

This displays current margins, tabs and indeningsti(explained below).
The Status Bar

At the bottom of the screen is the status bar.

B[ ofm 3|4 | k]
Paga | | ]

This displays information about your document, includinBage number, Section
number, the total number of pages from the beginnitigeoflocument followed by the
total number of pages in the whole document, the posifitine cursor from the top
of the page, the line number and column number.

Typing and Editing Text

Word Wrap

Word automatically wraps the lines of text to fit betwéhe margins of the pages as
you type, starting a new line when needed. If you addielete text, change the
margins, or change the format of your text, Work autaaitiadjusts the position of

the text for you. Unlike using a typewriter you onlgdéo press RETURN (the large
key marked with a () at the end of each paragraph.
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Correcting Mistakes

If you make a mistake when typing you can delete the dearecthe left of your
cursor by pressing BACKSPACE (the wide key marked with a <— just above the
Return key). You can delete the character to the rigloor cursor by pressing
DELETE (to the right of the Return key).

Capital Letters

For single capital letters hold down SHIFT][key and press the letter. For all
capital letters press the CAPS LOCK key.

Insert/Overtype

By default Word inserts characters you type by movingtiej text to the right.
You can change this so that new text replaces old theracter by character
(Overtyping). To turn Overtype on press the INSERT key i@ right of the
Backspace key). To turn it off press INSERT again.

|,ﬁ . Undo

This button on the toolbar allows you to undo a particesdtanmand or action. If
you don't like the results of a command or accidentallgtdesome text, choose
Undo as your next action. This command is also availsbthe Edit menu.
Select Edit, Undo... (where... describes the action tmufrom the menu

or
press the Undo button from the standard toolbar usdaol Tip to find it!).

Some actions, such as saving a file, can’'t be undonthid case Undo changes
to Can't Undo in the menu and appears grey in the pull-dastn li

Redo

The Redo button works in the same way. Select Edit, Rep@atyou cannot
repeat the last action then the Repeat command chem@&m’t Repeat).

Saving Your Work
To save a new document for the first time

Select Save from the File menu, or click on the sewe B on the Toolbar. You
will see a dialog box similar to this (the folder ard fiames will be different) :
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You can now give your document a file name. Word will suggestme in the File
Name : box. You can accept this, edit it, or replae@th a name of your choice.
Then click Save. Note that your file name replaces “Dasum” (or the current
default flename) in the title bar.

To save an existing document (after further edits)
Select Save from the File menu, or click on the sewa on the Toolbar.

If you choose SAVE AS from the File menu you will be ppbed for a flename
every time you save a file. This allows you to charigeflename at a later stage
(the original file will still be there).

FILE, CLOSE (i.e. pulling down the File menu theelexting the Close
option) closes the current document, asking you i yeant to save any
changes if any have been made since you last sawdileh

Filenames

File names can be up to 255 characters long but cannalerghy of the following
characters : forward slash(/), backslash (\), greater sign (>), less than sign(<),
asterisk (*), period (.), question mark (?), quotatiomknig, pipe symbol (|), colon
(:), or semicolon (;) When saving a file Word will antaticaly give each filename
the extension. DOC to enable Word to recognise its des f
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Opening Files
To open an existing document you can either select.Offem the File menu or click
on the open icolz on the toolbar.

Both actions will present you with a dialog box simtlarthis (again the folder and
flenames will be different).

|’me-mu:rh _'Jl"m n}'DE'H"
1Py ks
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(E1 {51
..
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To open a document simply click on it and then clicle®p
Clicking on the NEW file buttoiy on the standard toolbar opens a new document
window with a blank document.

FILE, NEW displays a dialog box with a choice of tertgdafor your new document
. selecting Blank Document on the General tab willhopestandard document.

Formatting Text

Once your document has been typed, it can be enhantteeffects such as bold,
underline, different fonts and centring.

For new text, we can switch these options on, typéetliethen switch the option off
again. However, if we want to alter text we haveaalyetyped, we must SELECT it
first.

Selecting Text
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To select : Do this :

A range of words DRAG the mouse across the area tddotese (Move
the mouse pointer to the start of the text you want to
select;click and hold dowrthe left mouse button;
move the pointer to the end of

the text you want then release the button—the telxt wil
be highlighted as you drag the pointer across it.)
Alternatively : click where you want the selectian t

begin. Hold down the SHIFT key. Click where you
want the selection to end.

Word Double-click on the word.

Sentence Hold down CTRL and click anywhere in theeseet

Paragraph Triple—click anywhere in the paragraph or deubl
click in the left margin.

Line of text Click in the left hand margin, next tetrelevant line.

Whole document Triple click or CTRL and click in the lefargin.

Selected text is reversed (white on black). You @am alter the appearance of the
selected text by choosing one or more of the commands fr@fidrmat menu. Or
you can click on one of the format icons on the taolBor example, by clicking on
the Bold icon on the toolbar the text will appear inLBO

Bold Underline and Italics

B I U

Select the text you want to format then click Bwd, Italic, or Underline button.
Text Alignment

|
|
The same steps are repeated when aligning text on teenscfhe two icons
displayed shows text being left aligned (Align Left), and teeing centred between
the margins (Center). To make the text flush to itjet margin (Align Right), and

aligning to both margins (Justify), use the pull-down meou rhore options.

Fonts and Sizes
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The different typefaces used in word-processing demare known as
fonts. Fonts are usually measured in points. A pasntl/72 of an inch.

Standard text is usually Times New Roman in 10pt.dtomt types and sizes
can be selected before typing text or can be addedspobively to specific

sections of text (by selecting the text first).

To select font types and sizes from the formattingkda click on the arrow
next to the current font name and a list of avadafoints will be displayed.
The pull-down list to the right lets you choose thatfsize.

[ imes Mevi Roman i: 12 = | B 7 Times Mew Roman = i

=

= Times New Roman
= T Aachen BT

!arw R R
T fardvark _12

B . ERlaniela

B Abhushan FEEH Q@G g5
% AcmeSSK

T Acro

B AGaramond

& AGaramond Bold
8 Adate

2 I

Format Menu
Select FORMAT, FONT..... from the menu bar.

You will be shown a dialog box where you can select frolist af fonts as well
as being able to specify its style (bold, italic) arsdpoint size, the colour of the
text, plus some other effects.

Paragraph Numbering of Bulleting

Word can automatically number paragraphs or put ballatgoon them. Select
the paragraphs to be included then click the Bulleliduonbering button on the Toolbar.
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By default, the number or bullet point will go to tet of the first line of each paragraph

selected. To change the style of the bullets or nundmdest Bullets and Numbering....
from the Format menu
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Open the file.

Using the Toolbar, add bullets to the quotations.

Using the Format menu, change the bullets from citdesquares.
Save the file.

Line Spacing
Standard Word documents are in single line spacing.d4paeing can be changed
for individual paragraphs by selecting the paragrapiss. fir

Move the cursor to anywhere within the paragraph you teachange; if you want
to change more than one paragraph, select them witinadhise.

Select Format Paragraph... Pull down the list boxmiimeespacing and select one of
the following options :

Single Single line spacing.
1.5 Lines One and a half line spacing.
Double Double line spacing.
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Moving Blocks of Text
Copy and Paste | Bz [

This is a way of moving sections of text or copying thilmdo your document. It is
available in all Windows applications, and you can tis® copy things between
different applications. There are two commands invol@agpy and Paste. Each can be
selected from the EDIT menu or from buttons on the atantbolbar.

When you copy text, it is put into an area known gabahrd, which is available to
all Windows programs. Copy simply puts a copy into tigoaard.

The Paste command copies whatever is in the cligliatar the document at the current
cursor position. If text is selected when you past@ fthe clipboard, its contents replace
the selected text. Text remains in the clipboard tlnat next Copy, so you can paste
the contents of the clipboard several times.

You can paste between Windows applications. For exawyplecan insert a picture
into a document by copying it from Paintbrush and pgstiinto Word.

Cut

The Cut command is another way of moving sectiotsxbf Unlike the Copy command,
Cut deletes the text from the document and put&khdnto the clipboard. You can then
use the Paste command to insert the information elsewnhige Cut icon can be found
in the pull-down menu located next to the help iconhentbolbar.

Note : the DELETE or DEL key on the keyboard deleteswahout copying it to
the Clipboard.

Drag and Drop

Select a block of text to be moved and place the moniseepover the text.

Hold down the left mouse button and DRAG the pointeneamew location for the text.
A grey vertical line will indicate where the text Malppear in the document.
Release the left mouse button and DROP the texiitsitaew location.

Dragging and dropping is a quick alternative to Cut andeRagtcan be little tricky
to control if you are new to using a mouse.

Spell Checking
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Word has a built-in dictionary which can be used tecktthe spelling in your work.
Word also checks for repeated words (the the), odd asgitah (tHE), and proper
nouns (london).

To spell check a document select the word or sectioneofitltument you want
to check. If nothing is selected, Word checks the doctfmem where the cursor
is, and when it reaches the end will ask if you waniotatioue from the beginning,
unitl it has checked the whole document.

Select Spellng

Word looks for words in your document that don’t match ¢hiosits dictionary.

It highlights those words and displays the Spelling dialog box.

To correct the misspelled word, either type it intthe area or select the correct word
from the Suggestions list.

Press the Change button to replace the misspelled withr the correct one, or press
Change All to change all occurrences of the misspeltord in your document.

If the word highlighted is spelt the way you want, cholgs®re to leave the words
as it is, or choose Ignore All to ignore all occurrerafehis word in your document.

If Word highlights a word it does not recognise and yaovkthat it is spelt correctly,
you can add the word to the dictionary by selectindd.Arhe word is added to the
dictionary displayed in the Add box.

Word continues checking your document. Choose Canheealyaime to stop the spell
check.

Thesaurus

When you're not sure of the meaning of a word, or whentpmk you're offers
alternatives (synonyms). To use it :
Select a word in your document then select TOOLANGUAGE,
THESAURUS.... from the menu bar.
The Thesaurus dialog box appears, showing the meaning ofaitteon the left
and a list of synonyms on the right.
To see a list of other related words click on any eelatords in the meaning box.

To see synonyms for one of the alternative wordgcsel and click the
lookup button.
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To choose an alternative, highlight it and then cRikPLACE.
Word Count

Select Tools/Word Count.
Headers and footers

Headers and footers are pieces of text that appeas aigtor bottom of each page.
To create a header or a footer choose Header and Fomtethe View menu. A
text area at the head of the page will be highlighted andmil see the following
toolbar :

* Header and Fooker

Insert &utoText = | M) | g7 (= |ﬁ] Eh |@~'§. ! £ O, | Close

You can switch between the header and the footer l¥ingion this icon :

Text can be typed into the header or footer text. af@a can also use the buttons
which will automatically include page numbers and the time/d&age numbering
is covered in more detail later.) When you have fegshblick on Close. The header
and footer areas will disappear but you can see therny bgsihanging the View
of your document.

Changing the View in Word

You can View a Word document in several ways: you can kviaietween

them using the View menu or the buttons in the statustbthe bottom of the
screen.

Normal View

Normal View is the default view in Word. Using Normal Viewsitquick and easy
to edit and format text. Your document will look similém how it will be printed
but you will not see the headers and footers.

Web Layout View
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Web View Layout shows how your document will look in a Web

browser. MSWord saves a copy of your document and thers agaryour default
browser.

Print Layout View

Print Layout View shows the layout of each page in youudant exactly as it
will look when printed. Headers, footers and footnotedea@ayed in the correct
place on the page.

Outline View

Outline View collapses the document to headings onlhéavshe general structure
of a document. This can be useful for very long documents

Print Preview

Whichever View you are using, you can always see how yocundent will look
when it is printed by selecting Print Preview from tile fenu or clicking the [ &,
You cannot edit your document in Print Preview. Click @lose button in the Print
Preview toolbar to return to your document.

Zoom

The magnification of the document in a View (or in PRmneview) can be changed
by zooming in or out of the screen :

Select VIEW, Zoom... from the menu, or use the Zoomgm¥n menu list from
the standard toolbar and select a percentage or aut@maticom the list provided.
Zoom does not change the font size in your document.

Pages, Page Breaks and Pagination

As you type in Word, when you reach the end of a page ybawtdmatically be
taken to the top of the next page. The status bar Wilda which page you are
on and, in Normal View, the page break will be shown heraontal dotted line
across the page.

If you want to start a new page before you reach the etlteccurrent one, you
can force a page break. To create a page break:

Select INSERT, BREAK....from the menu.

272



Select PAGE BREAK from the Break dialog box and press OK.
or
Press CTRL + RETURN.

To remove a page break from a document, move the cunsotite dotted
line and press DELETE.

Sections

When you start a new document the same formatting g€thargins, page
numbering, etc.) apply to the whole document. To apply €liffesettings to different
parts of the document you must create a section forggathEach section can then
have its own settings.

The different types of sections are :
CONTINUOUS Starts the new section wherever the cursor i

NEW PAGE Starts the new section at the top of the ney¢ f&/ord
automatically inserts a PAGE BREAK).

ODD/EVEN This is used particularly for double sided printiigere page
PAGES numbers, margins and headers/footers are differeatid and
even pages.

To create a new section, move the cursor to wheredtigon should start.
Select INSERT, BREAK....from the menu.
Select the relevant SECTION BREAK.

You will only see section break lines in Normal view t(no Page Layout view).
Make sure you are in Normal view before continuing.

To remove a section break, move the cursor to thi@osebreak line and press
DELETE.

Page Numbering

Word can automatically number your pages. Page numbers applearheader or
footer area of your document.

Inserting page numbers into headers and footers
Move to page one and select View, Header and Footer
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Select the Header or Footer area. If the Header oreFabdtady has text
in it, move the cursor to where the page number should appea

Click on Insert Page Numb| . The page number appears in the header

or footer. You can select this page number and formed you would any other
text. You can also add any additional text you want inhigmder or footer.

To delete the page number, select it then press the DEIKEY.
Click on CLOSE to leave the Header and Footer area.

Page Numbers do not display in Normal or Outline View. T® gage
numbers switch to either Print Preview or Page LayoawVi

Adding page numbers only

If your header or footer will contain only a page nurndost no other text,
you can use this shortcut to insert page numbers:

Put the cursor on the first page of your document.

Select Insert, Page Numbers

In the position box select either Top of the Page orddoif the Page.

In the alignment box select the desired position.

Click OK.

This header/footer can be edited in the usual way.
Margins

Margins are the spaces between the edge of your textlgeéthe paper
to be printed on. Default margins (top, bottom, left aght) are applied when you

open a new Word document. You can change the marginsefavible document
or for individual sections.

Select File, Page Setup....
Click on the Margins tab in the Page Setup dialog box.

Type in the required margin measurements (or use thittadr®to alter the
values up and down).

Choose the area the margin changes APPLY TO :
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This Section applies the new margins to the current section only.

This Point Forward:creates a section break and applies the new margins. {(Note
click on the Layout tab and make sure that the ‘Se@tant’ setting is of the type
required.)

Whole Documentapplies the new margins to the whole document.

Click OK. (Note : you will have to use Print Layout View see the effect of
margin changes).

Multiple Documents

In Word you can work with several documents at theesame and copy or move
text between them. Each new document you create or @seislown document
window. As you open successive documents, they appear &spthest window,
hiding any previous documents behind them. (Note that daalment has its own
set of Minimise/Restore/Close buttons below the setthie Word program.) To
switch between documents :

Put down the Window menu: a list of open documents appedis itbottom
section of the menu.

Select the name of the file you want to switch to.
Indentation
Indentation is the position of the text relative e tmargins.

«——left Indent Only : this paragraph is indented from the left
margin and not indented from the right.

<«— Left and Right Indent : this paragraph on the othegge——mo7
hand is indented from both the left and right margins.

<«— First Line Indent : this paragraph has no indentation from the right
margin but has a first line indent from the left margin

Hanging Indent : this paragraph has no first line indent but all subsequent , lines
are indented from the left margin. This is a hamginndent
<«——and is useful for any item whose first line needs torbagihe left margin.

To indent a paragraph, place the cursor in the paragraplant to indent and

275



then drag the indent markers on the Ruler to the requirsitiqgo Any changes
only affect the current (or selected) paragraphs.

The Increase/Decrease Indent buttons on the formattoligar are a quick way of
changing the left indent. The right hand button incredisegdent by one tab stop,
the left hand decreases the indent.

[Teal]
]
Nkt
b

Indents can also be changed using the Format menu. Rutrsloe in the paragraph
you want to indent and choose Format, Paragraph and chafigand Right
indent measurements. To set first line only or hangnuents use the Special box,
then set the amount in the By box

Tab Settings

Tabs are another way to indent text. Using Tab setisntdpge method to use if you
want to align text in columns or you only want the flis¢ moved from the left
margin. Tabs cannot be used to indent whole paragraphs.

Do not use the space bar to align text in columns: dharms will almost never
appear properly aligned when you print your document.

There are 4 types of tab stc|| Left justified; [a] Right justified; 1| Centre

justified and| x| Decimal justified. Tabs are shown on the ruler. Diffeigmbols
indicate different types of tab.

[Left]
Williams
Evans
Smith
Richard
[centre]
Williams
Evans
Smith
Richard

[right]
276



Williams

Evans

Smith

Richard
[deci.mal]
12.433
4897.213
45.64
1200.09

Tabs can also have leaders (dots, dashes or solibétesen the margin and the
tab position):

Setting Tabs Using the Ruler

To ADD a tab: Click the tab button at the left hand ehthe Ruler until
the symbol for the tab you want appears.

Click on the Ruler at the position you want the tab.

To MOVE a tab: DRAG it to its new position.

To DELETE a tab: click on the tab and DRAG it off thald®.
Setting tabs with the Format menu

Use the Format menu if you want precise control overptations or if you
want to set tabs with leaders. Put the cursor wheremani the formatting to
start or select the existing text you want to add &tbgs to.

Select Format, Tabs...

Type the position you want the tab stops to be placed thiei Tab Stop Position
box (zero is the left margin).

Under Alignment, select Left, Centre, Right or Decimal.
Under Leader, select the option you want (if any).
Click the SET button.

Choose OK.
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The tabs you have set will appear on the ruler.

Using Tabs

To use a tab press the TAB key on the keyboard andutisercwill jump to the
next tab stop on the ruler.

To return text to its untabbed position (without deletimg tab position from the
Ruler) press the BACKSPACE key.

Printing

Select FILE, PRINT from the menu

The Print Dialog Box appears.

Options allow you to: print all of the document, the curpayge, a range of pages,

or selected text; print just oddor even pages; print multipfees. Click OK when
ready.

Note : if you want to do a standard print of all pages usinglt#fault settings click
the Print button on the toolbar. This will send yourwtoent directly to the printer
without opening the Print Dialog Box first.

Remember that you can see how your document will look vthienprinted by
selecting Print Preview... from the File menu. You pant your document using
the Print button or the File menu from the Printvigne screen as well as from
the main document screen.

15.4 SUMMARY

After studing this lesson it is clear that Ms-word canused to create a test
document with different fonts and Styles. It offer mamctions inculding printing
mail merging , inserting tables, images, paint files ktis user friendly application
software.

15.5 GLOSSARY

- Ms -word is one of application offered by Microsofficd.

- In Ms- word almost every utility is avaliable if theb is typing the document with
multimedia options too.
15.6 ASSIGNMENTS

1. What is Ms- Word and What are various function taat be performed in this
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application software ?

2. What is mail-merge and how it works.

3. What are clipboard operations?

15.7 LESSON END EXERCISE

1. Short cut key for opening a file are

2. Short cut key for closing a file are

3. Short cut key to save a word file are

15.8 SUGGESTED READINGS

1. Anita Goel : Computer Fundamentals.
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Course No. : SOC-C-302 Lesson No. 16
Unit - IV INTRODUCTION TO MICROSOFT EXCEL Semester-ll

STRUCTURE
16.1 Introduction
16.2 Objectives
16.3 All about Ms- Excel
16.4 Summary
16.5 Glossary
16.6 Assignments
16.6 Lesson End Exercise
16.6 Suggested Readings
16.1 INTRODUCTION
Microsoft ExceP is a piece of software which allows you to create prafaa
spreadsheets and charts. It performs numerous functidrisranulas to assist you
in your projects.
16.2 OBJECTIVES
After successful completion of this lesson you shouldlide to :-

- Create , open or close excel file
- Print excel file

- Perform clipboard operations

- Create formula.

- Use charts, graphs.

- Database operations.
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16.2 ALL ABOUT MS-EXCEL
= Getting started

1.Click on theStart button towards the bottom left of the scre#istat Windows
operating system.

2.Click on each of the followingPrograms> Office XP®> Microsoft Excel.

3.Within a few moments, MicrosoRower Point will open.

= Starting a new presentation
1.When you first open Excét, a new workbook will automatically appear.

2. If at any time you wish to start a new file, clitiet New button from the
toolbar.

=O0Opening an existing Workbook
There are several ways to open an existing presentation

1. From the ‘New Workbook’ menu to the right, select ariteme (the four
most recently opened files are listed in order).

2. From the ‘New Workbook’ menu to the right, select the ‘Méddark books’
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option to manually locate your file within a specifidder. Double click
onto the file once located to open it.

3. From the Menu Bar, seleEtLE thenOPEN to manually locate your file
from a folder. Double click onto it once located.
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Opening an existnig workbook

Some important terms used in excel
Work book : An Excel file is called a workbook.
Worksheet : The page you work on which is made up of grid cells.

Cell/Selected Cell :Where you type data/formulae into. Cells are arranged in
numbered rows and lettered columns. You have to seleslt Bo@dd data to it.
data/formulae can also be typed into the formula bar.

Column/Row Heading: Use the column/row headings to identify a cells position
on the worksheet i.e., A12, B6. Click heading buttons tecsel whole column/
row of cells.

Name Box:Holds a cell's selected reference number—it’s positiothe worksheet.
Worktab Sheet: click the tabs to move between worksheets.
Scroll Bars: Use them to display hidden parts of the worksheet.

= Entering data into the worksheet
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1. Click on a cell. A thick border indicates that thd iseselected.
2.Start typing. Note that data appears in the cell andeirfarmula bar.
= Editing data in a cell

1. Double click the cell and make any necessary changes.

2.Press ENTER to accept the changes, BECAPE to cancel.

If you make a mistake or change your mind, you can norraklo your last
action by choosingJNDO from the EDIT menu.

= Deleting cell contents

1.Select the cell(s).

2.Press thdDELETE key.

= Selecting a cell

1.To select a single cell: Click onto it.

2.To select range of cells: Place the pointer oniteedell; hold down the mouse
button and drag to the last cell that you want to sete@ase the mouse button.

3.To select a row/column: Click the appropriate row/columadmng button.
=Copying and pasting cells

1.Select the cells you want to copy.

2.From theEdit menuCopy.

3.Click in the destination cell.

4.From theEdit menu, choos@aste...A moving border around the selected area,
means that the cells may be pasted again. PresSsttepe key to cancel the
border.

Alternatively—
1. Select the cell that you want to copy. | 12_|

2. Place the pointer over the black square I |
at the bottom right of the cell; when the
pointer changes to a black cross..
3. Hold down the mouse button and drag
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over the cell(s) that you want to copy to.

Release the mouse button. | 121 .1'21

Click the cell to cancel the selection.
This method will only copy to neighbouring cells in theng row or column.
Cutting and moving cells

Select the cell(s) and place the pointer over tHis belrder.

When the pointer changes to an arrow, hold down the emoutgon and
drag the cell to a new location. 23

Inserting cells between existing cells

1.Copy/cut your cell(s) using tHedit menu.

2.Click on the cell that you want to move data to.

3.From thelnsert menu, choos€ut or Copied Cell

4.Choose a direction to move existing cells; cligk

=Inserting new cells, rows, or columns

1.Decide where you want to insert a cell/row/column, arak i cell.

2.From thelnsert menu, choos€ells... Rows or Columns.

=

This will have the following effect on existing cells;

a new cell moves cells down or right, depending on your choice.
a new column moves column to the right.

a new row moves rows down.

Deleting cells, rows, or columns

1.Select the cell(s) delete.

2.
3.

From theEdit menu, choos®elete...

Decide what you want to delete, and cfigK.

This effects existing cells in the opposite way teritisg new cells - see above.
Changing column width

To adjust row height, follow the same procedures but use the row heading
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buttons.

If a column isn’'t wide enough to display numbers ioell, ‘# symbols are
shown.

Separating column headings, situated to the rightlafrm letters, are border
lines.

When the pointer is over one of these lines, it chatg@sblack cross.
» double click the line to match column width to the lestgdata entry.
» drag the line for manual control over column width.
Changing the width of several columns at once

1.Decide how many columns you want to adjust, and g&cpointer over the column
heading of the first of these columns.

2.Hold down the mouse button and drag over the headiritpe @fther columns.
3.Release the mouse button.

4.Drag the border line of the last column in the seledb adjust column width.
5.Click on the worksheet to cancel the selection.

= Formating text, numbers and cells

Generalis the standard data format; it aligns numbers to ti,rtext to the left.
Cells containing text and numbers are aligned left.

Commonly used formatting options relating to the appearand alignment
of text, can be chosen from the toolbar at the top efsitreen.

font and size align left, centre increase/decrease
and|right decimal places
_ L
Arial wlD"-|BIH|§§§|$'%,tﬁg;?3|£:§£r§|iv&vﬁv_
[ | Microsoft®
Corporation
bold, italic, underline currency & percent cell border style

styles
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To change a cells number format, use @@l option in theFormat menu.
1. Select the cells you want to change.
2. From theFormat menu, choosé€ells...
3. Click theNumber tab.
4,
Applying percentages
There are two ways of applying a percentage:
stype in the actual pecentage ie 54%
*apply the percent style button from the toolbar

The percent style can be applied before or after a nuhasebeen typed into the
cell, but the number must be expressed as a decimdle percent stylenultiply
numbers by 100. Eg. 0.54 would give 54%; 54 would give 5400%

= Calculations

To peform calculations, you have to type in a mathemaftormula. A
formula must start with = followed by a combination efl mames, numbers and
operators, Example formulae :

addition = A4 + C12 multiplication =C1*D1
subtraction =D3-H3 exponentiation =E3"2
division =B12/D18 percentage =A3*20%

1.Click on a blank cell to hold the result of the caltota
2.Click in the formula bar or cell, type =, and then thenula.
3.PresEnter to perform the calculation.

To refer to a range of cells, there is no need to tydeeach individual reference
number from Al to A15 for example, just type Al : Al5 - tldons mean ‘to’.

Like data, you can copy and paste formuldee page 367, copying and pasting
cells.

= Totaling cells
1.Select the cells that you want to total — these mubean the same column.
2.Click the Autosumbutton on the toolbar.
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The result will appear in a new cell, under the totallels.c 2 Microsoft®
Corporation

= Calculating averages
1.To display the result, choose a new cell under theulegion’ cells.
2.Click theFunction Wizardbutton on the toolbar.

3.0n the right side of theaste Functiorbox are a list oFunction namesg¢hoose
Average.

4.Click OK.
5.A grey box will open; if necessary, move the box bggdimng it.

Option Number 1 holds the range of cells that Excel will find the ageraf.
It the range is incorrect, highlight the cells on theksgbeet that you want to find
the average of - this will modify the contents of optidamber 1.

6.Click OK.

Tip : to reduce the number of decimal places, usaldueease/increase decimal
placesbutton in the toolbar.

=Creating Charts

1.Type in your the data. The category axis (X-axis) faleh single column and
the value axis (Y-axis) labels at the top of eacluroal after that.

2.Select your data, including the category and value axdsla
3.Click theChart Wizard button on the toolbar.

4.Follow the Chart Wizard’s instructions. 11|

Click Next to move through the stages.
Changing the Values of the Value axis (Y-axis)
1.Double click the chart’s Value axis.

2.From theFormat Axisbox, click theScaletab.

3.Make any necessary changes, and ¢k
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Microsoft® Corporation

= Printing
(If you want to print the chart without data, selecte¢hart before choosing

Print.)
1.From theFile menu, choosérint...
2.UnderPrint what, on the left of the print box, decide what you what tatpri
Active sheet(s) Entire Workbook Selection
Selected Chart
prints the current worksheet;
prints every worksheet that contains data,;
prints selected data;

prints the currently selected chart.
= Saving your File

1.ChooseSAVE AS...
from the FILE menu.

2.Click in the box next
to File Name,and enter
a name for your
publication.

1o - S at = B

] A

3.Click on the drop-down
menu next tave Inand

choose the Home
Directory Folder as Rl v 22ima! fv Docware

f
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indicated by your student username e.g. aq 123456
4.Click the SAVE button.
5 To save again click the save button
6.It is good practice to save every 10 minutes or so aibae ra backup of your
work to Pen drive or CD.
Formatting
Any cell or range of cells can be given one of a nunatbdormats, which affect
the way the cell content looks and prints but do not@hahe actual contents. We
will change the results of the Profit Forecast to slswnonetary amounts with a
£ symbol in front.
Note that the precision with which numbers are storedtiltered by the process
— only the appearance changes.
Highlighting a range is achieved by moving the mouse pointéne tope-left cell
of the range, holding the left mouse button and draggingdimter to the bottom
right cell.

o Highlight the range.

B o Chose&Célls from the Format menu

£ Ensure you have the ‘number’ tab selected, click on ey’ from
the category section as in the example below :

Format Cells K E3
Murmber | lignimient I Fank I Border I Patberns | Prptectionl
Cakegary: ’-Sample i

Decimal places: I 5‘
Swmbinl ' '
|¢ #

Megative rumbers:

Scientific i
Text $1,234.10

Special (£1,234.10)

Custom A f2s4a0) =

Currency Formats are used For general monetary values, Use Accounting
formats to align decimal points in a column,

QK I Cancel
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Yy ST Click on OK

The figures on the worksheet will now be prefixed bg a&ymbol and
should display 2 decimal places.

Erasing cell contents

Deleting a row or column causes the surrounding rows amrd to close
up and fill the gap. In order to blank out the conteafts cell or range without
disturbing the rest of the sheet, helete key on the keyboard is use.

B Highlight the range

=3 Press theDelete key

The contents of the cells have been erased. Theatong applied earlier
will remain associated with the empty cells.

Creating a graph

Creating a graph needs several steps. To produce the graphngeds to
know the location of the data to be plotted and what tymggaph (Column, Bar

etc) to plot. Other information such as titles and legesan be added to the graph
but these are optional.

Excel does however havechart wizard, which takes you through the
steps needed to create a graph.

The example we will use is the Profit Forecast andriggsoduced below with the
associated graph for the Sales Revenue, Cost of SaleGrass Profit.

Profit forecast
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Defining the plot area

As we are going to plot the Sales Revenue, Cost of Satk$&ross Profit
for 2000-2003, all of this data needs to be highlighted forctieet wizard to
create the graph.

f.....Highlight A3 : E8

=3.... Hold theCtrl Key

f.....Highlight A9:E11

=3.... Let go of the Ctrl key and the 2 separate ranges shetigiighted

A e e
1 |Profit Forecast
2
3 2000 2001 2002 2003
4
5 |Sales (units) 2000 2104 2335 3000
B | Price/unit 15 16 17 18
7 |Costiunit 0s 05 06 05
8
|9 |Sales revenue 3000 33664 39605 54000
10| Cost of sales 1oool—_10%3]  1am 2400
11 | Gross profit 2000 23144 25685 3000
12

It is important that the cell A3 is highlighted, evenugb it contains no data
as Excel creates graphs using a pattern matching prodesdl -match one row
by five columns against three rows by five columns. Dam@rry about this at the
moment, just make sure the 2 ranges are highlighted &g idiagram above.

Using the chart wizard

#.....Click on the Chart Wizard Buttc il

Step one of the Chart Wizard will be displayed.
Step one - chart type

This box allows you to chose tl@hart Type.
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f.....Select the type indicated then click Naxt.
Step two - data definition
The data range selection box is shown below :

@ Coset of sales |m
!_t O Gross: praft

As you selected the data before starting, this shoulktbbect. Click onNext.
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Step three - entering titles and labels
Next is the chart title and axes labels. Entehen @appropriate areas :
é Profit Forecast for the title
% Years for the X axes labels

é Poundsfor the Y axes labels

Chart Wizard - Step 3 of 4 - Chart Options BB

aces. | Gretnes | Legend | oata Labeks | oata Tabe |

Chart title:
I 12y
TR r v — 1
Category (%) axis: _ Profit forecast
iaiue.-(?)-é)ii's:-
Secorid category (2 adfs! (L
Setand value () aris!

@1 cancel | a@ack_| Nu_-axt':'b. | ;nlsh |

There are lots of other options in this section, Wiyiou can look at later, for now
just click onNext.

Step four - chart location

Next is the option to insert the chart as a new sbeas an object on the

sheet
Chant Wizand - Step 4 of 4 « Chall Location . 7 ix
Place chst
I_.]_ I™ A i gies Jcher
Hal B F o agpeen R |
ﬂj cancel’ || e | reu || mrsh |




Choose the option you want and then sefl@ntsh

Your graph will be inserted in the workbook either as a sleget or as an
object depending upon your selection.

You have now completed your graph

16.4 SUMMARY

Hence in excel all the mathematical operations catiooe sufficiently by creating
customised formulae. This software is also thus helpfoétiorm statistical operation
with graph and charts. It is a basic ulility in the wookdStatistics.

16.5 GLOSSARY

- In excel, charts and graphs cen be used to show yoinnretc data.
- You can copy the work done on excel to your word docurh¢iné ineed arises.

- you can do advanced programming to Ms- excel to custainfiiseany particular
operation..
16.6 ASSIGNMENTS

1. Give the brief description about Microsoft excel asdfunctions ?

2. What is the main difference between Ms word and Mglexc

16.7 LESSON END EXERCISE
1.Ms - Excel is used to performVarious arithmatic operati(True/ False)

2. In excel simple to complex dat processing is possibigouf know little
programming (True/ False)

16.8 SUGGESTED READING
1. Anita Goel : Computer Fundamentals.
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Course : 302 Lesson No. 17
Unit - IV M.S. POWER POINT Semester-lll

STRUCTURE
17.1 Introduction

17.2 Tool Bar, Icons and Commands
17.3 Navigating in Power Point

17.4  Working with Power Point

17.1 INTRODUCTION

Power Point is a presentation tool that helps you eregt-catching and effective
presentations in a matter of minutes. A presentationpases of individual slides arranged
in a sequential manner. Normally, each slide wooNer a brieftopic. Once having prepared
a presentation, you can ask PowerPoint to also generalteltamaterial and speaker's
notes. Similarly, you have, the option of either gmgnbut the slides-in case you want to
use an overhead projector, or simply attach your caanpaan LCD display panel that
enlarges the picture several times and shows yautpeit on a screen.

When you create a new presentation, you have three giption

1. You can start by working with a wizard (called thédtontent Wizard) that helps
you determine the theme, contents and organization opyesentation by using a
predefined outline, or

2. You can also start by picking out a PowerPoint Deggnplate, which determines
the presentation's color scheme, fonts, and other deaigmes, or

3. You can also begin with a completely blank presentatitimthe color scheme,
fonts, and other design features set to default values.

Should you decide to choose the third option, PowerPoiigraas have provided a
wide assortment of predefined slide formats andA@ligraphics libraries. Through these
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predefined slide formats, you can quickly create slidssdbupon standard layouts and
attributes.

PowerPoint shares a common look and feel with other M&Q@timponents, and once
having mastered Word and Excel, learning PowerPaiirhisst like playing a game.

And of course it is easy to pick up data from Word arckEdrectly into a PowerPoint
presentation and vice versa.

The next page shows you the various parts of a Powedecaen. Also it is important to
familiarise yourself with the PowerPoint tool barstidise are presented in the following
pages. Do not worry if everything does not make compleiges® you at this stage.
Once you do the hands on exercise, you will underskease options much better.
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17.2 TOOLBAR, THEIR ICONS & COMMANDS

Standard Toolbar

feua

Sy nR 0o RBOBE/E ML e

2

New

Cretes a iew document based on normal {—_Eﬂ

template

Abternaiive: File—=New a-"'j—

Shorict=rCirldN =
Save — &

Saves the active file.
Alterngiive: File—= Save

Open
Opens or finds a file,
Alternative: Filg=2Open

|
i
Shortcur=w Ciel ) I

N T .

E-Mail
Creates a new c-mail message
Alternative: File=Open
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ShoricuCirl+S F ~ B {
- — - - - - — |
Print 13 Spelling
Prints the active file using current defaults. = EI"":':HSH.WE'EII'"E'HH“: VAN tlooumiat|
Altermestive: File Print .—{Irwwafme.'.Tmlr--}Sp:Ihng
SharicutFCulP 5“"_! — Shortcur¥ 7 .
o A= B
Cut — & Copy |
Cuts the selection and puts it on the Copies the selection and puts it on the;
Clipboard. cliphoard. |
| Aliernative; Edit=>Cut B | Alternative: Edit=3Copy '
| ShortcurFCirsX Shoricur 2 Cirl+C
Pasle ) .
Inserts the Clipboard contents at the Format Painter i
insertion Poini. (Copies the formatting of the ﬁ¢1-:ctimmi
Alternative: Edit=>Paste = & specificd ocation, '
Shortcw ¥ Ciri+V Shortcur<Cirl+Shif+C !
Undo N = Redo
Reverses certain commands, Reverses the action of the Lndo comnis]
Alernarive: Edit=Undo - Aliernative; Edit=» Repeat
| ShortcurdCiri+s ou || ShortcuFCUlY .



Insert Hyperlink
Displays the destination object, document
or page.
Shorteut=Cirl+K

Tables and Borders
Displays the tables and borders toolbar,
creating, editing, and sorting a table.

Inserf Table
Inserts a table in the document with the
number of columns and rows you

specily.

New Slide
Prompts you to elick a slide layout and
 then inserts a new slide after the active
slide,

Insert Chart
Creates a chart by inserting Microsoft
Graph object.
Altermative: Insert=Chart

Expand All
Displays the titles and all the body text
for each slide.

Show Formatting
Shows or hides character formatting
(such as Bold & Italics) in normal view,

In slide sorler view, switches between |

showing all text and graphics on each
| slide and displaying titles only,

Black and White
Displays the active presentation in black
and white.

Ioom Confrol
Scales the editing view (Zoom).
Alternative: View=Zoom

Office Assistant
Provides help topics and tips to
accomplish your task.

Altermetive; Help=Microsoft PowerPoint
Help
Shoricut FFI
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Formating Toolbar

Times b Ramen

T s ris|EEE

EE[RAlP o

Font
Changes the font of the selection.
Afvernaeive: Format=*Font
Shortcur2CtrHS5hift+F

Twgs

F
g

Bold
Makes the selection Bold,
Alternative: Formar=Font=*Font style
Shorrew=»Cir+B

Underline
Formats the selection with continuous
underline,
Alternative; Format=>Font=>effects
Shorecur=2Cirl+L

Font Size
Changes the font size of the selection
Afrernaiive: Format=Font=Siz
Shartcut=CirHShift-P

Italic
Makes the selection [talics.
Alwrnaitve: Format=Font—2Foal vk
Shortcur=»Ctri+l

Shodow
Adds or removes @ shadow from
selected text,

Align Left

- Aligns the paragraph at left indent.

Alternative: Format=*Alignment=Left
ShortcurCiriL

Center
Centres the paragraphs between the
indenis.
Alternative: Format-=> Alignment
Center
Shortcur= Cirl+E

Align Right
Aligns the paragraph at right indent.
Alternative:Format=>Alignment->Right
ShorteurdCirl+R

Bullefs
Creates a bulleted list based on the
current defaults.
Alternative: Format=*Bullets

Numbering
Creates a numbcred list based on the
current defaules.
Alternative:

Format=*Bullets and Numbering

Increase Fonf Size
Increases the font size of the seleced
text to the next larger size of the font
size bax.
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Decrease Fonl Size
Decreases the font size of the selected
text to the next smaller size of the fomt
giFe b,

e

b

Promote
Moves the selected paragraph to the
next higher heading level {up one level,
1o the lefi),

Demaote
Moves the selected paragraph to the
next lower heading level {up one level,
to the lefi),

Animation Effacts
Displays the Animation Effects toolbar.

Decrease Paragraph Spacing
Reduce space between selected
paragraphs,

Drawing Toolbar

Increase Paragraph Spacing
Adds more space between selected

paragraphs.

fows- b & ]

Draw
Activates the Draw Menu,

Free Rotate
Rotates the selected object to any
degree. Select the object, click on the
icon and then drag a corner of the
object in the direction you want to
rotate it,

Select Objects
Changes the pointer to a selection
arrow so you can select objects in the
active window, To select a single
object, elick the object with the armow,
To select one or more.

Auto Shapes
Activates the AutaShape menu.

Line
Draws a straight line where you click
or drag in the active window, Ta
comstrain the line to draw at the 15-
degree angle from its starting point,
hold down SHIFT as you drag.

i

Arrow
Inserts a line with an arrowhead where
you elick or drag in the active window:
To constrain the line to draw at the 13-
degree angle [rom its starting point,
hold down SHIFT as you drag.
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Oval

Rectangle S
Draws an rectangle where you click . Dirawes an oval where you click or drag
or drag in the active window. To draw ] in the active window. To draw acircle,
a square, press SHIFT and drag. a’ press SHIFT and drag.
WordArt
Text Box ]

Draws a text box where you click or
drag in the active window. Use a text
bo to add a text—such as captions or
callouts—to your pictures or graphics.
Afternative: Insert= TextBox

%II!LE.

Crentes text elfects by inserting Microsok
Office drawing objects,

Alrernative  Insert=Picture— Word An

| &

Insert Clip Ari
Opens the Clip Gallery where vou can
select the clip art image you want to
msert in your file or update your clip
art collection,
Alsernative :Insert=>Picture>Clip Arl

Fill Color
Adds, modifies, or removes the fill
color or fill effect from the selected
object. Fill effects include gradient,

texture, pattern or picture fills,

Font Color
Formats, the selected text with the
color you click,

Line Color
Adds, modifics, or removes the line
color from the selected objects.

s

Line Style
Click the width you want for the
selected line,

Dash Style
Click the dashed line or dashed-dot
line style you want for the selected
shape or border. Click the solid line
if you don't want the dotted line.

Arrow Style
Click the arrowhead style which you
want for the selected line,

|

Shadow
Click the shadow siyle which you
want for the selected object.

3-D
Click the 3-D style which vou want for
the selected object.
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17.3 NAVIGATING IN POWERPOINT

Now that you have a general idea of the various comr&oa|bars, let us see how we
can carry out simple operation like saving and opefhasgy creating and printing slides,
etc. For this follow the step-by-step instructions igivelow.

Creating a New Presentation
1 Choose New command from File menu.

2 The following dialog box would be displayed. Genethityoption (Blank
Presentation) always comes highlighted, but if natk@ highlight.

3 Click on OK button to continue.
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T kit | gl
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4 The following dialog box would appear. Click on thestgbslide that you
want:

5 Click on OK button.

A The following blank presentation would be displayed.
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na-r:-rnrlu-u-p- SADOEAR S Lp BRI, |

xS e S A I~ ey

Opening a Presentation
1 Choose Open command from File menu.

2 Choose the file that you want to open or type the e file in the
"File Name" window.

Click on Open button.

A The requested file would open up.
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Creating a New Slide

1. Click ontheNew Slideicon from thestandard toolbar or alternatively, click
on theCommon Tasksroll-down menu and choo$éew Slidecommand.

2. Choose the slide type that you want.
Click onOK button

A Ablank new slide
would be inserted. |
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Deleating a Slide
1 Choosé®elete Slidecommand fronEdit menu.
A The slide chosen has been deleted and the numliidesfres changed from
8to7.
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Copying a Slide
1 Choosé®uplicate Slidecommand froninsert menu.

A Aduplicate slide has been inserted.
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Slide Numbering
1 ChoosdHeader and Footercommand fronView menu.

2 The following dialog box would be dislayed. Click on 8iele Number
check box.

3. Click onApply to All button to apply numbering to all the slides or click on
Apply button to apply numbering to the current slide only.

A You can also click on the Date and Time check bapialy the current date
and time to the slides.

B You would notice numbering on allthe slides.
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Saving a Presentation

1 Choosé&avecommand fronfrile menu

2 The following dialog box would be displayed. Typehame of the presentation.
3 Click onSavebutton.
A

In case you wish to save the file into another dinggctpecify the correct
path and directory here.
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Closing a Presentation
1 Choose&Closecommand fronfrile menu

A You would sed?owerPoint’'sexit screen.
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Saving a Presentation with a Different Name
1 Choose&save Ascommand fronfrile menu.

2 The following dialog box would be displayed. Typéimbame that you want
to save the file as.

3 Choose the directory in which you want to save kaafi
Click onSavebutton.

A You would notice that the changed file name appeatseofritle bar.
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Changing the Default Directory
1 Chooséptionscommand fronToolsmenu.
2 The following dialog box would be displayed. Click onc&anmefolio/tab.
3 Type inthe name of the Default directory.
4 Click onOK button.
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AutoSave
1 Chooséptionscommand fronToolsmenu.
2 The following dialog box would be displayed. Click onc&anefolio/tab.

3 Click on the scroll buttons to increase or decrdasautoSaverecover
time.

4 Click onOK button to continue.
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Printing a Presentation
1 Choosé’rint command fronfrile menu.
2 Click on the roll-down list and choose your printer.

3 Click on thePropertiesbutton to choose whether you warBest, Normal
or Ecofast quality print.

4 Click onOK button.
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17.4 WORKING WITH POWERPOINT

Now that you have got a general idea about PowerPoirg ¢ggtt down to brass tracks.
We will create a presentation in PowerPoint to seedimople it really is. For this purpose,

| have deliberately taken a slightly longer routergate this presentation and have even
made the user do things, which PowerPoint can vetylavékelf. The intention behind
this has been to demystify the PowerPoint featureslama how you can cutomize
templates and wizards provided by PowerPoint andhgetiact look that you want.

You have already seen the various parts of the Poweithetprevious screen. Also, it
is important to familiarise yourself with the PowerPsataindard toolbar, the formatting
toolbar, the drawing toolbar, and the autoshapes to&baf.you have skipped that
section please go back and take a look there.

Please take a look at the sample exercise pages (tes) sko that you know what
presentation you have to create and then follow ¢ps shentioned in the following pages.

So let’s begin now!
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Action Plan
for organising the
F] National Games

Mysore City Corporation
31 May — 11 June 99

1 Slide 1

Welcome to the Steering

Committee Meeting for the
Mational Games !

Mysore City Corporation
Slide 2
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Action Plan

= Mission Statement

» Time Schedule

* Venue Schedule

= Organising Committee
» Responsibility Chart

* Success Indicators

Mysore City Corporation
Slide 3

e

s
We shall cross all Tipgles !1!

Mysore City Corporation
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Time Schedule
18 5
1ia 1
14 1 3
il || e H Axx hory
7] B Wresiling
By [1 Table Tennis
&1l O Hamdball |
411 — —
1-
._I
Mysors City Corporation
Slide 5
Venue Schedule
= Archery = Chamundi Stadnum
= Wresthng = Chanraiah Aklada

Table Tennis = Chamund: Stadium

Handball = Chamurids Stadige

Myzare City Corporabion

Slide 6 |
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Organizing Committee’y

Commissioner
| MCC
L I * I T —— L
. Secrelary " Secretary Financial Controller] | Project Leader General Manager
Sports Authority . PWD MCC L&T Hottelers

[Techuica’!.Chief ” Admn, Chief ” Storage Incharge ” Account Incharge

[ Manager Archery ” Manager Wrcslﬁng]

| Mannger Table Termia] l Manager Hind Ball 1

Mysore City Corporation

Slide 7

Responsibility Chart®

Commissioner Overall Incharge

Sports Secretary Incharge for all sports related matters
Technical Chief All Sports’ technical matters

Manager - Archery Incharge of Archery events

Manager — Wrestling Incharge of Wrestling events I
iManager — Table Tennis Incharge of Table Tennis events  -&
Manager - Handball Incharge of Handball events

Mysore City Corporation
Slide 8
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‘ Success Indicators

VA

TIMELY START AND LOMPLETION
ALL EVENTS & ;,

MA}(IMISE -' f" l'

% N -r?rr:. 4 _'E
?‘:ND " ',.-f-
- PR-{:F" P‘“..-f F ¥ 1O ALL
PAR DICTRGR
- PROBER @ COVERAGE |
FTE Laty Corporation
Slide 9

BEST OF LUUCK
&
GET CRACKING |

®Rgmember, AlL'S WELL THAT ENDS WELL|

Mysore City Corporation
Slide Hli
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Starting PowerPoint
1 Click here to stafPowerPointor

2 ChooseMicrosoft PowerPoint from Microsoft Office 2000 from
Programsmenu.

B ] [ e M

First Screen

This is the first screen that appears on starting FRwir@. Let me briefly explain
about the option here.

A This is the quickest way to create a presentation bpsihg from
predefined subjects and templates.
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In case you simply wish to use predefined temptaiietaining colour schemes
and background, etc. choose this option.

To create a presentation from scratch, click here.
Click onOK button once to continue.
Choose th@itle Slide from Auto Layout box.

Click onOK button to continue.
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Click e add title
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Creating Front, Font Size and Bold
1 Type the presentation title.
2 Click onthe text box boundary to select the etgixebox.

3 Drag the box to the top of the slide and position adés&#ed location. You
can also resize this box, as

shown here.
4  Click here to continue.
. [ Action Plan for organising the |
i g e £ |
5 Type the desired text. | Fourth Nationsl Games | 0]
Tl o avkd maelgitle ‘
|
E At v plan o g the ]
! Funirih Mrtissal Cames gl - _{E}
"hliﬁ.:ﬂd-l‘::;k. s
: N
by
A= a —
At ind
3 [ mzanisi ihe i
Foiwtl Walimed inmgs .‘ D _@
Ihick o nakd waldlle
| —
I
|
| gy h_'ﬁ;-*a::#fr?ﬁwﬂxmg
Z Myvsare Cit ik o
. ysore C1tr Corporation Z
. 31 May — 11 June *99 Z ®
7 .
e e O T VTN S|
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Moving the Frame and Inserting ClipArt

> A W ON B

Click here to increase Font size.

Click here to decrease Font size.

Click here to apply shadow effect to the text.

Choose ClipArt command from Picture option of Insert menu.

Highlight the text and format the text to your likingpu can change the Font,
Point size, Font style and Alignment. You wil netibat the formatting toolbar
is ver similar to Word or Excel.

Once having applied the desired formatting command, drag avel time
box towards the right hand side.

Click here to choose Animals Category.

Click here to choose the picture and Click InsettiRidcon to insert picture
into your slide.

iton plan

For cxputaring Ui
Faerth Halorul Garper

s e gy Choe, WOCF L T
! Wievaie Clip Coperaian
MY TT S

[n B TR n ]
n] o |
=]
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C Youwould see the picture inserted in your slide.

This dialogue box would be shown to you. Move up and downgftro
various categories and pictures using Scroll barsta pesview of the pictures.

7 Drag and move the picture box to the new position.

8 Size the picture box to fit within the availablespa
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il

for orgasisTy the
s s Games 31

:- Siclian plan Jffl ‘

hlyseae € iy Corparadian
1 May - 1] June "9

Inserting Picture

1

2
3
4.
5

Choose agai@lip Art command from Picture option of Insert menu.
Choose ‘Cartoons’ Category

Choose the picture.

Click here to insert picture.

Use the technique explained earlier to move thangitd the right position

and resize it as per your requirement.
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A Congrats! You have just finished your fist slide
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Inserting a New Slide

1

Click here to create a new slide.
Choosditle Only’ fromAuto layout.
Click on theOK button once to continue.

Type the text and apBold attributes.

Achon phan
T oo guaalang Ove S
Faath Hatsoral Sames:
=

Mpmas Gty Corpor stian
FEMay - E1 Tame 99

(nfln.

SN

N

\l A )
Nelcome to the Steering Committee 22

Meeting for the National Games!
e e

Z
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Copying Picture from Previous Slide

Now we wish to insert the Elephant picture (our logdégsiVe have two options.
One, we use step for moving and inserting Clip Art, expthearlier to do so.
The second and simpler would be to copy it from the prewlies Doing so
would be much faster.

1 Pres$age Upkeyto go the previous slide.
2 Click here to choose this picture box.

3 Click here to copy

4 Pres$age Dowrkey to go to the new slide.
5

Click onPasteicon and get the properly sized and placed picture.
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Moving the Text

Now since the picture is overlapping on the text bexill have to resize our text
box. - -

[ i == iLh
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i - A alcemae- ot STerring
4 Mlesting for Uhe Hation i
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Inserting Picture

1 Choose&Clip Art command fronfPicture option oflnsert menu.

2 ChooséSports and Leisure’

A Now both the picture and text fit properly.
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Choose the picture.
Click to insert another picture.

Resize and drag to place the picture at the destatidn

o o0 b~ W

Now use the same technique to get all the othergistuthat the slide looks
like this.
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Click 1o add notos
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Welcome to the Steering ?; ;
Committee Meetng for the m

Matonal Games)

Welcome to the Steering
Committee Meeting lor the
National Games!

Ey

Inserting Text

1 Click on thisicon. Place the mouse pointer hereitkiad) it once.A small
box with a cursor in it would appear.

2 Type ‘Mysore City Corporation’ and click anywhere outdidis box to
conclude.
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A You can open the Drawing toolbar by clicking@rawing command from
Toolbars option fromView menu.

B The second slide is complete.
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New Slide
1 Choosé\ew Slidefrom the Status Bar.

2 Choose bulleted list fromuto layout box.

3 Click OK to continue.

Click to add title
i Click to add text o




Changing the Font Size
1 Type the title and highlight it.
2 Click here to give a shadow effect.
3 ChooséComic Sans MS’font.

4 Increase the size of the font.
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Copying Picture from Previous Slide
1 Copythe picture from previous slide.
2 Type the points
3 Highlight allthe points
4

Click here repeatedly to increase the paragraphngpacdesired level.
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Sizing Box and Inserting Picture

1 Size the boxto the size of text.

2 Choose Clip Art command from Picture options of Insenu. Choose People

from category.
3 Choose the picture

4 Insert another picture.

5 Size the picture box to fit within the space avéglab
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Action Plan.

= Mission Statement
* Time Schedule

* Venue Schedule g
* Organising Committee @
* Responsibility ChartO.
* Success Indicators '

Copying Text from Previous Slide
1 Copy this text box from previous slide

2 Pasteit here.
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Action Plan
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= Teme Schedule
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* Drpamssing Commitlee
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Your third slide is complete!
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New Slide
1 Add aTitle only’ slide.

2 Type and format the text and copy the logo picture fscawious slide.

3 Insert atext box.

Click to add title

T |
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Chck o add notes
mHEY
IR

Text Styling
1 Type the motto. Increase the font size.
2 Apply theBold, Italics, Underline attributes.

3 Insert another text box and type and format the text.
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Insert Picture

1 ChooseClip Art command fronfPicture option oflnsert menu. Choose
Sportsfrom Category.
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2 Choose the picture.
3 Insert another picture.

4 Size the picture to fit on the full slide.
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Send to Back

You might have noticed that the picture is overlappimgour text and therefore,
the entire text is not legible. Let us see how weusara special effect to send this
picture in the background, so that instead of pictansing on top, the text comes
on the top.

1 Select the picture. Right click with the mousecihe following menu would
appear. Sele@Gend to Backcommand fronOrder menu.

2 Click on the text box once again to add something. Tgadditional text
and click outside the box to finish.

A Your fourth slide is complete!
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Mysore City Corporation

New Slide
1 Insertanew slide.
2 Choosésraph fromAutolayout box.

3 Click ontheOK button once to continue.
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4 Add the title and the logo.

5 Double click here to start creating a graph.

Click to add title

&

Double click to add chart

Time Schedule Fy-Ae
|

Double click 1o add charl

Time Schedulem
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Entering Data to Graph
A This window would appear containing sample data.

1 Overwrite the sample data with your data.

2 Highlight and presBelto delete unwanted data.

3 Size this column so that the complete text is visible

4 Click here to close the datasheet.

B

You will see graph based upon provided data. You should thegfooter
after this and you fifth slide would be complete.
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Review Questions
1 What are the steps involved in creating a new prasen?

2. What are the option available for creating a ptesen?
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Course : 302
Unit - IV

Lesson No. 18

INTRODUCTION TO MICROSOFT OFFICE Semester-lli

The Microsoft Office Button

We'll useMicrosoft Word 2007 for our initial illustrations of Ribbon, Tab and Group

[

examples. .{r“ T R
g

The first thing you'll notice, when Home | Insert  Fagelayout Riferences
you open a 2007 Office == T TS — .12
application is that there is nc = 5 7 Uk e

) o L] \ o, x '
longer a File choice inthe Meny =/ Farmat Painter
Bar. The arrow above points tc — .
the Microsoft Office Button Oy,

noae Inzert Pz Larecaul Refensnces

- which replaces File.

As you move your cursor over the
Microsoft Office Button a preview
image(image on rightyvill appear.

.

Click theMicrosoft Office button.

When youclick theMicrosoft Office
button, it will turn orange and &ile
like" menu will appear (similar to the
image on the right).

You'll notice that you now have little
images for choices and that some «
them have little arrows pointing to the
right.
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These arrows indicate that there are additional chimicasselection.
We'll show you one of these on the next page.

On theright side of the Microsoft Office Button menu screa you will see your most
recently used filesRecent Documentgsee arrow above on right).

Each Microsoft Office Button menu is tailored to itsi€dfapplication (Word, Excel,
Power Point, etc).

Move your cursor over the

arrow to theright of thePrint . Preview and print the document i 2.
button ( 1. ), amenu of print 4, print..

- - - " gpen.. T AN ety wptiome Gefore peiin 3.
choices will appearon theright '

) ) " Lk Quick Print
- underPreview and print the g | Comen w4 Sendthe document directly to the

default printer without making changes

document ( 2. Ximage on right). b 5o  Print Preview

=4, Preview and make changes
1o pages belore printing.

Click Print (3.) atthetop ofthe  dbl we.  » €1 1.
Menu.

Eripdas

Hara: o UMRRAT-TRANTIP Desidet 5700 » ‘maw

?\:‘: :mecn I[%I
A standardPrint Menu screen vt R
will appear. PP a3

O gt page
O Pager: I@ [ﬁ [] cotate
Ty pags rumbers andicr page
. el

section, For
or plal; plsd, pled-pled
Frng phats  Documernt o

Pt A pages in range w  Pagesper sheet: U page o
Seale o paper sipec o Seaing w
gotiens.., | o [ cancs |

It is suggested that yaapend a few minutes clicking the various choiceas the
Microsoft Office Button menu screen to familiarize yamifwith what they do.
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If you look at thdoottom of the

Microsoft Office Button
menu screeryou will see two
buttons. Since we're using
Word, the buttons indicai&ord Options andExit Word .

| Wora Diptions | X Exdt Wand

The buttons change with each application (e.g. PowerRdiimdicate PowerPoint
Options).

When youclick theWord Options button theimage belowwill appear. Notice,on the

left sideof themenu screerthere are a number of choices (e.g. Personalize, Rispla
Proofing, etc.). When you click a choice on the Idft f the screen, the options for that
choice appear on the right. Take a few minutesnamke through these choices to
familiarize yourself with this menu screenYou will see that Microsoft has placed a lot
of resources that were under FileTools-Options, in previersons of Office, in this
menu.

Word Options

i 3’9 Changse the most popular ophions in Word,
Dusplay
Preating Top options for working with Word

[+ Show Mini Tooibar on selecton

StreenTip Scheme: | Show enhanced SereenTips bt
[ Enabie Lve Preview

[ show Deveioper tab in the Ribben

] anways use Clearlype

[¥] Open e-mai gitachments in Full 50reen Reading vew

Color Scheme: Windows ¥F [blue) v

Personalize yout copy of Office.

ies name Muiray T

imvtists ]

It !
Choate the languages you want to use with Office | Language Settings.

j Word Options
Personalize i 3 E e . v
1y Contact Microsoft. find onling resources. and maintain health and rebabiity of your Office applications
tay
g get updates |_cmeck tor wpdates |

Get the Latest updates avasable for Microcoft Ciffice.
—
office diagnostics [__ousnere |

Chagnose and tepair problems with yowr Office applecations

contact us |__gontstws |

Let us know ff you need help, of how we tan make Office better

Resswces | activate Microsoft Office T

Actwvation is reguired to continue Using all the Teatures sn this produd.

register for online services [ Begster |
Shpn wp for free onling serices on Matrosoft Offiee Online

+ about Microsoft Office Word 2007 (Beta) [ avout |
ek rndaet nerdieatinne snd b anl infarmation et Bieracnft £ Ofties Weord 3007 IBatal 0170 4017 100 MO
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Notice all of the useful online resources availabigin
Quick Access Toolbar

T In theupper left corner - to the right of the
i — K Microsoft Office Button - you will see an area
rose EEERINTNER called theQuick Access Toolbarimage on
left). This area is quite handy as it currently
contains several of the most used buttons in Officlcappns - Save, Undo, Redo, Print
and Print Preview. You can customize this toolbar bdyngdand removing as many Quick
Access button choices as you desire.

/ In the Quick Access Toolbar (on the left)

. o Vi O S you can see we added the Insert Picture
: button - since we are using it a lot for this
Home Insert Page Layout .
tutorial.

To add this button to the toolbar we /

first clicked the Insert Tab and B | '-m ey run; :f _

then RIGHT clicked the Insert g = |
Picture button. One ofthe choices ., =ustomiee Quick Access Taolbar. |
wasAdd to Quick Access Toolbar

When weclicked this choicethe Insert Picture button was added. You can add any

button you choose by doing this.

To remove buttons from
Dn) W9 g M / the Quick Access
i Eemove from Jusch Accen Todibe

Home Irpeet Toolbar jUStRlGHT
I Curiamite Guick Arcern Tooa .
A I S L click on the button you
Baats - Wigimeze Be Ripon desire to remove and

I Farmit Baint e =

choose Remove from
Quick Access Toolbar

Ribbons
This is the new term you hear a lot about in 2007 ©ffRibbons stretch across the top of
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your application screen with features to assist you asligiithe Ribbon Tabs. To us,
Tabs and Ribbons are the same. It like unreeling lyatidlaon from a spool and seeing
new images on the ribbon - very cool! So, we'll coxasIRibbons in great detail.

Tabs

."fl"._. d U*—r‘l_l_-_ﬂ -
i

Home Insert Page Layout References Mailings Feviaw Vigw

Tab

Below the Microsoft Office Button andQuick Access Toolbamwe see a series of
Tabs/Ribbons.

Tabs are similar to the Drop Down Menu choices in ptsasersions of Office. The Tabs
are, logically, a bit different for each 2007 Office appiaato assist you with the most
common features of that application. All the 2007 &fipplications begin with the Home
tab.

TheHome Tab/Ribbon foMord 2007looks like the image below.

FrFIE R e AaBh( ASBMCA AaBMCA ADBC AMG Al abes U4 )
pugse WS W e A FEREE =L LR TRl TRdne ! THEsogd Trasdegd THesseagd Crustegt Trasag !, Cheegr e
s

TheHome Tab/Ribbon foPowerPoint 200700ks like the image below.

Fa e e - R £ Brplssn

TheHome Tab/Ribbon folExcel 200700ks like the Image below.

2 Fowmubi o Dala  Ravirs
AWy g e f— B : L e T
<3 ey ik
Iomiibipe B & B DO R EER R R vogsecon - ($ 0% v Sl Cmatens #
Farmattey

ik
ite
A

- Ay A



TheHome Tab/Ribbon forAccess 2001boks like the Image below.

A ot it n BB EE PE T 4 T | 4 £ Sriection = = ﬂ &5 Pagiare
= Coip - . o = Fur Wivomy .1 . 9 swriced * d bl 210
A : ” el - e %
BOUA- e KDeeer Bumer By .'\'n':\c. .

You'll guickly notice that thelome Tab/Ribbonfor each application shows tGépboard

as thdeft "Group" (except inAccess) In Word and Excel, the Font Tl is to the
right, but in PowerPoint, because working with slidggaramount, the Slides Tab/Ribbon
comes next. If you have 2007 Office installed on your compagen these four
applicationsandtake a few minutes looking at each application's Hoe Tab/Ribbon.

Notice, theTabsto theright oftheHome Tab/Ribbonaretailored to eactapplication.
We'll work a bit with this in a little while.

Groups

In the image below, the arrows point to a new toficoups.

------- - B T OEENY s gBle kaBwCai dalelo AdNCp]  alelibe i beldsi A A : :
FE R IRl e § L F = by T basmy | Tmabea] *Saseyh s | uissal fdamn -

Clipboard — Fout Paragraph =ivles Editing

Clipboard Group

The Tab/Ribbon bar images (in this tutorial) are hargad, so we've placadows (in
theimage above¢ for theGroupsin theWord Home Tab/Ribbon. Again, the Tabs/
Ribbons, and Groups,will vary depending on the applicatiaimg/using. Let's look a bit
at theGroups in Word.
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The firstGroup on theWord Home Tab a

. . Famie it P;,;
isClipboard. ToopenaGroup youmove
. Tumet P
your cursor over the little down
H H H - Yaule B i
pointing arrow in the lower right corner . Jf Format Painter
ofagrou it = 'E . bppen Larsup
group. t of 24 - Cipboard - x
This|[Apesea] [{ean
. ok dr barn 10 paiEe
RpbeaG ' arrowis | - )
enlargec Il Close Girouj
in the ! L
. -
— image I
below.

When youclick thisarrow theimageon theright appears. Notice that the Clipboard
appears onthe left side of your screen and shows anyrtiexages you've copied. To
close this group, click the "X" in the upper right cowithe Group.

Font
i ﬁ E
Tumes M Plaman 12 A a2
Fogi et aiier Spaing
B J U codke w ox M- W A
| aTf— Eure Fork sy v
Fured hises Brarun R 12
Sylwen ~ [T 1 "
Sembal 1" 3 1
Notice, in theFont Group area(above){ = . Bkt e e
ET T "
you have themost used Font features ,m el
However, if youdesire all of the font oo B L -
features,justclick theOpen Group arrow | - amssess [ sios ] specnes
to theright of Font. Pl o Flisin
L Sufmorpn [ Ergrave
An old friend -the Font menu screer| "= _
appears(when you click the Open Groi Tanes New Roman —_l
arrow). You'llsee this a lot as your learn ry | 1« frivmsfo [ fus i ot s s smess
about 2007 Office. Many of the "tried a —_———d
true" menu screens will appear in log |- e A
places.
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Select Text Mini Toolbar

When you're working with text and fonts a really ingenlmsv thing" occurs as you
highlight text - a Select Text Mini Toolbar appears!

In the image on theright we

highlighted - Highlight Text.\When we Times Mew - 12 - A" &7 A S
paused the cursor over the B IEY-A-iFEEC-
highlight, a “shadow like" toolbar ~ FHiEBlEht Text

appeared.When wemoveour cursor over the toolbar,it is ready for us to use it to
modify our text.

This is really handy as many of text formatting feasiare in the Mini Toolbar. The first
time you try this, be patient, it sometimes takies\etries.

Paragraph

g Notice in theParagraph Group area (left)
SR g e ”'1'::":7'“ you again have the most used Paragraph
EEZIAN e i features. However, if yodesire all of the
-#= paragraph features,justclick theOpen
Group arrow to the right of Paragraph.

Paragraph E;‘:

fraderds el Tpaciy | Line and Page Deasls

TheParagraph menu screen appearashen i 4 .
youclick theOpen Group arrow to the right of | i s e
the Paragraph Group. You should now havi| e

"feel' for how the Tabs/Ribbons and Groupswo | .. . - o o
together to assist you. o rbats

T Do ek s s Rt o g a0be of U sae stk

Taln = ; Canoel
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Styles

Hang on! The next Group on the Word Home Tab/Ribbon IssStlf you go back to
Page 6 and glance at the Word, PowerPoint and Exced Flabs, you'll see that the right
portion of a Tab is where the application selectionsgiato fit the application. MWord
you can now select style from theStyles Group (image below). If yoiclick the
More arrow in the lower right comer of tHtyles group,you will see additional choices.

waBvCeDd AaBh( AaBbCecl AaBbCel AaBbCel AaBWCeDd AaBb{cDi AaSsCcl A

TCaptigm " Hesding ! T Headingl ®Hesdingd T Headingd T Hesding % ¥ Meadingd T Aeadang 7 Crange

Styled -
Erpe * v

Mure Arran

When youclick theMore arrow you will see an image similar to the one below. Notice
that we are ifimes New Roman - NormalOn thenext pagewe'll show you one of
the really, really neat new features in 2007 Office.

AsBrCeDd A nBhd

T Caption T Headingl fHe

¢l AaBbCel AaBbCecl AaBbCeDd AaBbCcDi A285Ccl:

gd fHeading3 fHzagding4 T Hzadingd fHeadingd 9 Heading?

4aB34CcDe AaBéCcDe  AaBbCcDe | AaBb( AaBbCcl AaBbCcDe AaBbCcDe AaBbCcDe
fHeading 8 T Headingd ' T Normal f Subtitie T Title TTeCl ETOL2 STOC3

AaBbCcD¢ AaBbCeDe¢ AaBbCcDe AaSbCeD¢ AaBbCeDd AaBbCeDd AaBblcld  A4aSdCcle

TT0C 4 ETOCS TTOC & FTOCT fTOC & TTCCY T NaoSpad.. SubtieEm,
$al3bCcl: 0F AaBbCeld Az35C:D: ABMEDO ABXTMI 44550000
Emprass Intense E Strong Ouste Intenie Q Subtle Ret ntense AL Book Titte
ApBbCeDe
T List Para

Save Selection at a Mew Quick Shyle

Clear Formatting

|
1 "l"__. Bpply Stykes...
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Fasten your seatbelts!

We're going tdnighlight this paragraph (when we have finished typing it). Then we're
going toopentheStyles Group.When the Group is open wafibve our cursor over
the choicesand as we do, you'll see, in the images belowthigegntire paragraph
changes to that Style!

baend AaBhbi AaBRCc AaBbCel ApRCe] AaBMCeld ARy dareci

bipheeny Pigmierg | Trimengd T eesssg il S eesdegd Teasteq T rassepd T ey

AgReCrle AaFPCell Bl AaBhA AaBblel Al AaBelelv A

We selected this Stvle. Look FHudagl thadegs | THarms  Fhuddh  Wfms  tTEC1 TIOSD TR
how the text now appears! LCADd  ASRCN AsBbCeDe AaBCely AdBRC  ASERCADN  haBBOoBy  iziBCste
. Ll o d ' L= TIOCE Vil Lugati i
vl Ralhl ol ofrCe AT e ddRsomn
Faphuinn edema | harg o L] 1 udrle  feiwea B [y T
Sl ey
el P
Lpen Bl w0 e il e

= pMe Femattng
LR T

And another........

Aamcedd AaBh( AaBbCel AaBbCel AsBbCcl AsBMCeDd ABRCcDy  4a35Cele

sption THeagng 1 THeadingl "Headingd T Headingd Y Meading 5 Y Headingd T Mpadng 7

fafbCele AsBbCele | AaBbCeDe AqBh{ AaBbCel AaBbCclc AaBbCeDe  AaBbCeDe

tHeading § T Hesdingd * Narma " Subitle T Titie TIDC TT0C2 TI0C3

AsBRCeDy  AsBbCeDe AaBbCeDd  AaBbCcDe AaBbCeDd  AaBbCeDy AaBbCeDv  Aa3bCed:

TTOCS ETOCS TTOCE S1oC? LR TI0CE  THolpen. Subtss Em
4aBCelDe LN AaBSCeDd  £xBACeD: el oD ABEOG AGDO B3SO0
Emphasn  Intenie F Strong Cruote Intenize .. Subbie Bel . Intenie B Bock Title

We’re going to highlight this text - when we have funished typing it. THengeéng to open the
Style Group. When the Group is open we’ll mover our cursor over the shai@as we do, you'll

see, in the images below, that the entire paragraph changes to that Style!

Other Tabs/Ribbons -

When you move to the other Tabs/Ribbons, you'll eatiat they contain their own
Groupsassociated with that Tab. Tigert Tab/Ribbon (below) has logical “things" that

you would insert into a document - Shapes, Pagegsahistrations, Links, Headers/
Footers, Text and Symbols. Again, depending on youre$aitany selections allow you
to "preview" what you've highlighted - similar to tia illustrations above.
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It is suggestedhat youclick theTabs/Ribbonsin each applicationyou'll be using to
get a "feel" for them.

ThePage Layout Tab/Ribbonalso has logical selections - Themes, Page Setup, Page
Background, Paragraph and Arrange.

s v P Mafing
" PR

w
R
= @ &

o
®

The References Tab/Ribbonwill really come inhandy for those publishingong
documents, articles or books Table of Contents, Footnotes, Citations & Bibliography,
Captions. Index, and Table of Authorities.

TheMailings Tab/Ribbon lets you work with Envelops, Labels, Mail Merge, Fieldd
Preview. It includes Create, Start Mail Merge, Waitel Insert Fields, Preview Results
and Finish.

TheReview Tab/Ribbonhas the Proofing Tools, Comments, Tracking, Chayespare
and Protect features.
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TheView Tab/Ribbon allows you to change the document Views, do Show/Hide, Zoom
and arrange your Windows.

Page Layout

This gives you a "feel’ for how the Tabs/Ribbons wolk/erd 2007.Again,it would be
prudent to look at the other 2007 Office applications you will besing - to get a
similar sense for these new features.

Now we'll look at several other neat features of 2007 Office.
Picture Tools

Currently, when youlick an image itword 2007, PowerPoint 200r Excel 2007a
Picture Tools Tab/Ribbonwill be availableto you. We placed a Microsoft Clip Art
frog onthe left.

When weclick the frog a Picture Tools Tab appears abovef the other Tabs/
Ribbons.

Prouee Togl

Eerlarenos; Keadagy Bevipus e Wzl

When youclick thePicture Tools Tab(we'restill in Word ) thePicture Tools Ribbon
belowappears.

am -

' - t \ " J R a £ _... s : -|. ] ... . ‘-1. "F"l' e :
Notice, like the other RibbonsthatPicture Toolsalsohas its own Groups Picture
Tools, Shadow Effects, Border, Arrange, and Size.
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You canclick the Open Group s %%
arrow at the lower right of son it e Tiacs T Wb
groups to see more of the Grol e
e r = Topr r
Eught r H Bcbtom r =
Eivwge coaitrol
# :' | Height 113" 5 ke Saitorals b
4 pre—s bghbress: € ¥ W%
Crop  [Siwidth 1117 O i & -

N\ |r

We clicked theOpen Group/
arrow on theSize Groupand the

Format Picture Menu Screel
appeared

| Compress... | [ Ame |

o ][ cme |

If we are inPowerPoint- and click an imagePRicture Toolsbecomes available. The
image below shows that there are different selectinnse we are now using PowerPoint.

— 3 5 [ - f—

- - - . - B & (1 L -
, i A G o ot o 2 d g e e ¥ 4".
SmartArt

In thelnsert Ribbon/Tab at the bottom of page 10 there is a new selectiombabves
on the "old" Drawing Toolbar - especigBynartArt . SmartArt is a part aVord, Excel
and PowerPoint. *

We've enlarged the Word

. . rigan Page Lagoud Bgleterice b Egelai gy Blraii
Insert Ribbon/Tab (right) to 1 : e —
show the SmartArt selection. . | 4 =i @) £
When youclick SmartArt a gyl g | tepele s e s

Choose a SmartArt Graphic s T =il
menu (image below) will appear.

If you have used SmartArt in the past, you'll gyickde that it has begreatly enhanced
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We'll click on thePyramid and then click th©K button.

Chopse a Smarthrl Graphic

- . AY E A
: T " 4
. L T I_.
iee  PIODEES A
= §
ety M 3 4
) Wy oo— N
b Mab .
Banic Pyramid
3 Fyrid h Lise b shiw proportonal,

niercomecied, or hievarchicsl
relationships woth the largest companent
on ke Dotbom 8rid nirroveng up. Level 1
fext appenrs i e Dyramd segmenty
ard Lewel 2 tewt appesrs in shapes

H-m || coce |

A Pyramid Diagram, similar to the c
on the right, will appear. Now it ge \

exciting!

When yotclick thePyramid you'll notice
anew SmartArt Tools Ribbon/Tab
appears(top of next page).

- e ; mu.k/‘

=

AYLEA "AA AAAAAAA’

Similar to Picture Tools, youltiotice severalLayout andSmartArt Styles Groups
designed for enhancing the Pyramid on which you're mgrk
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If you click theChange Colors
button in theSmartArt Styles T

Group animageike theonethe & 7 4 g -

right willappear. As younove )
your cursor arrow over the """—-—)-:
Primary Theme Colors,you'll A
see that th®yramid changes m

to thatcolor. We choose the one i
you see marked by trarow [Te;d et

on theright.
Our Pyramid now has this n

shading!

If you nowmove your cursor

arrow over one of théamages Cumemy Pad B 5
in SmartArt Stylesyoullseean ' % T SRS G
image similar to the one on the iy PP et e |
right. F 4| Hown Aot & I
9 DEC MONTH ™ .
Comparable to the Text Styles | pamn s
on Page 10, you can see ho $500.00 F | ot gesten 2 ] e e ¢
2007 Office is enhanced to assi 1y s i M|
. . $150.00 22| e -l ) 5] 8l
you with these great previews. W e LS
— v 2 - :;llﬂ.:l.. |
We'll work with these in the . ;
individual 2007 Office tutorials.
520000 spa0.00 .
- 850,00 00.00
$300.00 5.00 |
Other 7000 10.00 g
Ribbons/Tabs/Tools §1.545.00 '

T RN e
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Excel

If you are in Excelyou can now highlight a row, column or entire spreadsheetith
really eye-opening effects.

In theimageon theright we openedthespreadsheetleveloped with the Excel 200
tutorial. We highlighted the Decembercolumn and therclicked Conditional
Formatting. Thedrop down menuyou see on the riglatppeared We therclicked
Color Scales when thaareato theright of Color Scales appearedwemoved our
cursor over the serectionsAs with other 2007 applications, when you move your
cursor over the choicgsu will get a temporary preview of how your selection will
appeatr.

Notice, inConditional Formatting, there are alsData Barsandicon Setsselections.
If you were to choose these you would see small basabrdittle flags, smiley faces, etc.
appear in the area you highlighted. And the list go@sdion. Really awesome!

PowerPoint

You saw on Page 12 thaicture Toolsis a significant part of Power Point 200éxt
andtitles arealso very important. If you click aText Boxan image (similar to the one
below) will appear. Notice thatlarawing Tools Tab/Ribbon is available.

‘\.i ".-.‘-*!"Jn T
" [ r—

itromg Shde Shoy Aevtw WHEW

Mnire
Lrrum

We clicked thérawing Tools Tabthenclicked theMore arrow to thelower right of
theShape Styles GroupAn image similar to the one below appeared.

As with other Tools Tabs/Ribbons, when ynoave your cursor arrow over a selection
in the Format areaa: preview of how your text will look with that selectionappears.
We chosehe one marked by ttsgrow below and outtitle looks like the one on the
right of the image.
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Also, in the
Drawing Tools
Tab/Ribbon, is th
Group WordArt
Styles.

We clicked the
More arrow to
the right of Worc
Art Styles and th
image on the rigl
appeared. Onc
again, as w
moved our cursor
over the choices
a preview of our

R, b i

e How to V2 s
PE

title appearedin that WordArt Style.

We'll work with these Styles, and more, in the PowerPat tutorial.
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The Lower Right Corner

Another efficient feature of 2007 Office is in the lowight comer of Word, Excel,
PowerPoint and Access. When you open these applicgtiangill see that the "zoom"
feature is now available, as well as other logicaMNifeatures for each application.

Word

Whaster Document Yiew I Mrall ¥ iow T

The image on the
right is theWord , e L : _
View Toolbar le—— | g N T W e e
(located on the
bottom Right of the Full Sereem View
Word screen).

I Wl Lavout View I

You'll notice that normal Word document views and zo@tufes are available.

Shide Sarier Yiew

PowerPoint

The PowerPoint View
Toolbar looks similar to the
image on the right.

Sormal View Slitle Ve

Access

The Access View Toolbar

looks similar to the image on Form Yiew I Fivel Table View I Layout View
the right. \J

=y o

BT

rntnshevi View I Fivadi harn % jew I I Ddgm View I
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Excel

The Excel View Toolbar Page Lavour View Zoom

looks similar to the image on v

the right. LT e o—)
Sormal View Fage Break View

We have found these View toolbars to be very handgaes worked in these applications.

Page Lavout View I

More Excel

While we're in the Excel View Toolbar we'll - ~y I__Il{— B S
- fa H‘ it T 8 iy
mention the newage Layout View. Tl B Litestmiisalvies L

When youwclick thePage Layout View button animage similar to the one below will
appear. This view similar to Print Layout View in Word. Now you have it in Excel!
It's really great as itot only gives you a "mini" print preview of your spreadsheet, it
also allows you to work with your Headers and Footersnteractively" byclicking
the Header or Footer area!

il

ah E 4
LR
K | I jorwa w i Gpg Busige
BEFT oeT ey DEC  WONTHLY TOTALS
1
i CAIE

H TR I MO0 fMOM 000 1500 )

™ B0 02 MO0 S0 88D 00 §000 bo

r virearin il d5am b0 1160 6 A1
kL e Bl e BMOD LESDD  $PE LD LR ]

367



We clicked in thecenter Header areaand the image below appearéihtice that a
Header and Footers Tools Tab/Ribbon is availablewith all of the Header and Footer

Groups - and easy to use buttons. \
Ca o i s

) Header& Foster Teoks  nybudget 2003 [Compatibifity Made)

Home tneert Fage Layout Formulay Data RoEview Wibiar Detign
#] Page Number 2 Cuprert Time | J Sheet Mame T Diffevent first page Ahgn with page marging
i

3 fumber of Pages [y File Path il Picture "' Different odd & even pages
= G To
Date J‘JF ¢ Biame Footer ¥ Scale with decument

l—l;')
f»-". ot . Havigation Cption:
m IS M A AL T T e
E F G H : 7

I * Center Header Area

Noticethe Auto HeaderandAuto Footer buttonsto theleft of theRibbon. You can
use these, or thdeader & Footer elements or simply type your header This is
really flexible and you see your choices instantly.

You can see that 2007 Office is working with you more ther. As we create the 2007
Office tutorials, we'll introduce you to, and show you howse these Ribbons, Tabs,
Groups, and Toolbars unique to each application.

At the moment Word, Excel, PowerPoint, Access andingeaessages in Outlook Mall
contain these new features. 2007 Publisher is fairlyasinal Publisher 2003 - but has
Publisher Tasks to assist you in creating PublicatitnasitPage has changed its name and
moved to a new family called Expression - with a name - Microsoft Expression Web
Designer.
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APPENDIX
Table 1: Significant Values of Student's (with n degrees of freedom) Level of Significance

One tail 005 .01 025 05 10 20 25
Two tail 01 02 05 10 20 40 50

n
1. 6366 3182 1271 631 308 1376 1.000
2. 992 696 430 292 189 1061 816
3. 584 454 318 235 164 978  .765
4. 460 375 278 213 153 941 741
5. 403 336 257 202 148 920 727
6. 371 314 245 194 144 906 718
7. 350 3.00 236 190 142 896 711
8. 336 290 231 1.86 140 889  .706
9, 325 282 226 183 138 883 703
10. 317 276 223 181 1.37 879 .700
11. 311 272 220 180 1.36 876 697
12. 306 268 218 1.78 1.36 873 695
13. 300 265 216 177 135 870 694
14. 298 262 214 176 1.34 868 692
15. 295 260 213 115 134 866  .691
16. 292 258 212 175 134 865 .69
17. 290 257 211 174 133 863 689
18. 288 255 210 173 133 862 688
19. 286 254 209 173 133 861 688
20. 284 253 209 1712 132 860 687
21. 283 252 208 112 132 859 686
22. 282 251 207 172 132 858 686
23. 281 250 207 1.7 1.32 858 685
24. 280 249 206 171 132 857 685
25. 279 248 206 171 132 856 .684
26. 278 248 206 171 132 856 684
217. 277 247 205 170 131 855  .684
28. 276 247 205 170 131 855 683
29. 276 246 204 170 131 854 683
30. 275 246 204 170 131 854 683
40. 270 242 202 168 130 851 681
60. 266 239 200 167 130 848 679
120. 262 236 198 166 129 845 677
. 258 233 196 1645 128 842 674
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Table 2 : Significant Values ofy?(with n degrees of freedom)
Level of Significance

n 005 01 025 .05 A0 25 .50
1 788 663 502 384 27 1.32 455
2 106 921 738 599 461 277 139
3 128 113 935 781 625 411 237
4 149 133 11.1 949 778 539 336
5 167 151 128 1.1 924 663 435
6 185 168 144 126 106 784 535
7 203 185 16.0 141 120 904 635
8 220 201 17.5 155 134 102 734
9 236 217 19.0 169 147 114 834
10 252 232 205 183 160 125 934
11 268 247 219 197 173 13.7 103
12 283 262 233 210 185 148 113
13 298 277 247 224 198 160 123
14 313 291 261 237 211 17.1 13.3
15 328 306 275 250 223 182 143
16 343 320 288 263 235 194 153
17 357 334 302 276 248 205 163
18 372 348 315 289 260 216 113
19 386 362 329 301 272 227 18.3
20 400 376 342 314 284 238 193
21 414 389" 355 327 296 249 20.3
22 428 403 368 339 308 260 213
23 42 416 381 352 30 271 223
24 456 430 394 364 332 282 233
25 469 443 406 377 344 293 243
26 483 456 419 389 356 304 253
27 496 470 432 401 367 315 263
28 510 483 45 413 379 326 213
29 523 496 457 426 391 337 283
30 537 509 470 438 403 348 293
40 668 637 593 558 518 456 393
50 795 762 714 615 632 563 493
60 920 884 833 791 744 670 593

70 1042 1004 950 905 855 776 693
80 1163 1123 1066 1019 966 881 793
90 1283 1241 1181 1131 1076 986 89.3
100 1402 1358 1296 1243 1185 1091 993
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Table 3 : Significant Points of F (5 percent) wittn, and n,degrees of freedom

n 1 2 3 4 5 6 7 8 9 10 12 15 20 24 30 40 60 120

>

161 200 216 225 230 234 237 239 241 242 244 245 248 249 250 251 252 253 254

1
2 185 190 192 192 193 193 194 194 194 494 194 194 194 195 195 195 195 195 195
3 101 955 928 912 901 894 889 885 881 879 874 870 866 864 862 859 857 855 853
4 771 654 659 €29 626 £16 6090 604 600 S96 591 586 580 577 575 572 569 566 S5.63
5 661 579 541 519 505 495 488 482 477 474 468 462 456 453 450 446 443 440 436
6 599 514 476 453 439 428 421 415 410 406, 40Q 394 387 384 381 377 374 370 3.67
7 559 474 435 412 397 387 379 373 368 3.64 357 351 344 341 338 334 330 327 3.3
] 532 446 407 384 3465 358 350 344 230 235 238 322 315 312 308 3.04 3.00 297 293
9 512 426 386 363 348 337 329 323 318 3.14 307 301 294 290 286 283 279 275 271
10 496 410 371 348 333 322 314 3.07 3.02 298 291 284 277 274 270 266 262 258 254
11 484 398 359 336 320 3.09 301 295 290 285 279 72 265 261 257 253 249 245 240
12 475 389 349 326 3.1 300 291 285 280 275 262 262 254 251 247 243 238 234 230
13 467 38F 341 3.18 303 292 283 277 271 267 260 253 246 242 238 234 230 225 221
14 460 374 334 311 296 285 276 270 265 260 253 246 239 235 231 227 222 218 213
15 454 368 329 306 290 279 271 264 259 254 248 240 233 229 225 220 216 211 207
16 449 3.63 324 3.01 285 274 266 259 254 249 24z 235 228 224 215 215 211 206 20!
17 445 359 320 296 281 270 261 255 249 245 238 231 223 219 215 210 206 201 196
18 441 355 316 293 277 256 258 251 246 241 234 227 219 2215 211 206 202 197 192
19 - 438 352 313 290 274 263 254 248 242 238 231 223 216 211 207 203 198 193 1.88
20 435 349 3.0 287 271 250 251 245 239 235 228 220 212 208 204 199 195 150 1.84
2t 432 347 307 284 268 257 249 242 237 232 225 218 210 205 201 196 192 187 181

(Contd.)
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Table 3 : Continued

S
N

10

12

15

20

4

30

40 60

120

rgessuRNRRRYN

430
428
4.26
424
423
421
420
418
4.17
4.08
4.00
392
3.84

3.4
342
3.40
3.39
337
335
334
3133
332
323
18
3.07
3.00

3.05
3.03
301
299
298
296
295
293
292
2.84
2.76

260

2.82
2.80
2.78
2.76
2.74
2.1
201
270
2.69
2.61
253
245

255
253
2.51
249
247
246

245

243
242

2.18
210

2.46
244
242
240
239
237
236
235
233
225
217
209
201

240
237
236
234
232
231
229
228
227
2.18
210
2.02
1.94

2.34
232
2.30
228
227
225

222
221
2.12
2.04
1.96
1.88

230
227
225
2.24
222
220
219
218
2.16
2.08
1.99
191
1.83

223
220
218
2.16
2.15
2.13
212
2.10
209
200
192
183
175

215
213
211
2.09
207
2.06
2.04
203
2.01
1.92
1.84
175
1.67

207
205
2.03
2.01
1.99
1.97
1.96
1.94
1.93
1.84
1.75
1.66
1.57

2.03
2.00
1.98
1.96
1.95
1.93
1.91
1.90
1.89
1.79
1.70
1.61
1.52

1.98
1.96
1.94
1.92
1.90
1.88
1.87
1.85
1.84
1.74
1.65
1.55
1.46

1.94
1.91
1.9
1.87
1.85
1.84
1.82
1.81
179
1.69
1.59
1.50
1.39

1.89
1.86
1.84
1.82
1.80
L79
1.77
175

174

1.64
1.53
1.43
132

1.84
1.81
1.79
17
1.75
1.73
1N
1.70
1.68
1.58
1.47
1.35
122

1.78
1.76
1713
n
1.6
1.67
1.65
1.64
1.62
1.51
1.39
1.25
1.00.




€LE

Significant Points of F (1 per cent) withn, and n, degrees of freedom

1 2 3 4 5 6 7 8 9 10 12 15 20 24 30 40 60 120 oo
n,
1 4052 5000 5403 5625 5764 5859 5928 5982 6022 6056 6106 6157 6209 6235 6261 6287 6313 6339 6366
2 985 99.0 992 992 993 993 994 994 994 99.4 994 994 994 995 995 995 995 99.5 995 -
3 341 308 295 287 282 279 277 215 273 272 271 269 267 266 265 264 263 262 26.1
4 21.2. 180 167 160 155 152 150 148 147 145 144 142 140 139 13.8 137 137 136 13.5
5 163 133 121 114 110 107 105 103 102 101 9.89 972 955 947 938 929 920 911 9.02
6 13.7 109 978 915 875 847 826 8.10 798 787 772 7.56 740 731 723 714 7.06 697 6.88
7 122 955 845 785 746 7.9 699 684 672 6.62 647 631 616 607 599 591 582 574 565
8 113 865 759 701 663 637 618 603 591 581 567 552 536 528 520 512 503 495 486
9 106 802 699 642 606 580 S61 547 535 526 511 496 481 473 465 457 448 4.40 431
10 100 756 655 599 564 539 520 506 494 485 471 4.56 441 433 425 417 408 4.00 391
11 965 721 622 567 532 507 489 474 463 454 4.40 425 410 402 394 386 378 369 3.60
12 933 693 595 541 506 482 464 450 439 430 416 401 3.86 378 370 3.62 354 345 336
13 907 670 574 521 486 462 444 430 419 4.10 396 382 366 359 351 343 334 325 3.7
14 886 651 556 504 470 446 428 4.14 403 394 3.80 366 351 343 335 327 318 3.09 3.00
15 868 636 542 439 456 432 414 400 3.89 380 3.67 352 337 329 321 313 3.05 29 2.87
16 853 623 529 477 444 420 403 3.89 378 369 355 341 326 3.18 310 3.02 293 284 275
17 840 611 518 467 434 410 393 379 368 359 346 331 3.6 308 3.00 292 283 275 265
18 829 601 5.09 458 425 401 384 371 360 351 337 323 308 3.00 292 284 275 266 257
19 818 593 501 450 4.17 394 377 363 352 343 330 315 300 292 284 276 267 2.58 249

(Cond.)



V.E

=
N

10

12

15

20

30

120

rBgsugsurnyuney

8.10
8.02
7.95
7.88
7.82
177
1.72
7.68
7.64
7.60
1.56
7.31
7.08
5.85
6.63

5.85
5.78
52
5.66
5.61
5.57
5.53
5.49
5.45
542
5.39
5.18
4.98
4.79
4.61

4.94
4.87
4.82
4.76
412
4.68
4.64
4.60
457
4.54
4.51
431
4.13
3.95
3.78

4.43
437
431
426
422
4.18
4.14
4.11
4.07
4.04
4.02
383
3.65
3.48
332

4.10
404
3.99
394
3.90
3.86

3.82 -

3.78
3.75
3.73
3.70
3.51
334
317
3.02

3.87
381
3.76
3N
3.67
363
3.59
156
153
3.50
3.47
3.29
312
2.96

2380

3.70
364
359
3.54
3.56
3.46
3.42
3.39
336
333
3.30
312

2.95

2719
264

156
s
345

341

336
332
3.29
3.26
323

'3.20

3.17
2.99
2.82
2.66
251

3.46
3.40
335

330

3.26
322
3.8
3.15
312
3.09
3.07
2.89
272
2.56
2.41

3.37
331
326
321

‘317

3.13
3.09
3.06
3.03
3.00
2.98
280
263
247
232

3.23
3.17
312
3.07
3.03
2.99
2.96
2.93
2.90
2.87
2.84
2.66
250
234
218

3.09
3.03
2.98
2.93
2.89
2.85
2.82
278
275
<273
2.70
2.52
235
2.19
2.04

294

2.88
2.83
2.78
2.74
2.70
2.66
2.63
2.60
2.57
2.55
2.37
220
2.03
1.88

2.86
2.80
275
2.70
2.66
262
2.58
2.55
2.52
2.49
2.47
2.29
2.12
1.95
1.79

2.78
2.72
267
2.62
258
2.54
2.50
2.47
244
241
239
220

2.03

1.86
1.70

2.69
264
258
254
249
245
242
2.38
235
233
230
2.11
1.94
1.76
1.59

2.61
2.55
2.50
245
2.40
2.36
233
229
2.26
2.23
221
2.02
1.84
1.66
1.47

2.52
2.46
2.40
235
231
2217
2.23
2.20
2.17
2.14
2.11
1.92
1.73
1.53
1.32

242
2.36
231
226
221
2.17
2.13
2.10
2.06
2.03
2.01
1.80
1.60
1.38
1.00




